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a b s t r a c t

Absolute paleomagnetic field intensity data derived from thermally magnetized lavas and archeological
objects provide information about past geomagnetic field behavior, but the average field strength, its vari-
ability, and the expected statistical distribution of these observations remain uncertain despite growing
data sets. We investigate these issues for the 0–1 Ma field using data compiled in Perrin and Schnepp
[Perrin, M., Schnepp, E., 2004. IAGA paleointensity database: distribution and quality of the data set. Phys.
Earth Planet. Int. 147, 255–267], 1124 samples of heterogeneous quality and with restricted temporal
and spatial coverage. We accommodate variable spatial sampling by using virtual axial dipole moments
(VADM) in our analyses. Uneven temporal sampling results in biased estimates for the mean field and its
statistical distribution. We correct for these effects using a bootstrap technique, and find an average VADM
of 7.26 ± 0.14 × 1022 A m2. The associated statistical distribution appears bimodal with a subsidiary peak
at approximately 5 × 1022 A m2. We evaluate a range of potential sources for this behavior. We find no
visible evidence for contamination by poor quality data when considering author-supplied uncertainties
in the 0–1 Ma data set. The influence of material type is assessed using independent data compilations
to compare Holocene data from lava flows, submarine basaltic glass (SBG), and archeological objects. The
comparison to SBG is inconclusive because of dating issues, but paleointensity estimates from lavas are
on average about 10% higher than for archeological materials and show greater dispersion. Only limited
tests of geographic sampling bias are possible. We compare the large number of 0–0.55 Ma Hawaiian data
to the global data set with no definitive results. The possibility of over-representation of typically low
intensity excursional data is discounted because exclusion of transitional data still leaves a bimodal dis-
tribution. No direct test has allowed us to rule out the idea that the observed pdf results from a mixture
of two distinct distributions corresponding to two identifiable intensity states for the magnetic field. We
investigate an alternative possibility that we were simply unable to recover a hypothetically smoother
underlying distribution with a time span of only 1 Myr and the resolution of the current data set. Simu-
lations from a stochastic model based on the geomagnetic field spectrum demonstrate that long period

intensity variations can have a strong impact on the observed distributions and could plausibly explain
the apparent bimodality. Our 0–1 Ma distribution of VADMs is consistent with that obtained for average
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. Introduction

Absolute paleointensity data are important constraints on our
nowledge of the geodynamo. They allow the possibility of explor-
ng how geomagnetic field strength has varied over Earth’s history

nd are essential for providing appropriate scaling to both time-
veraged and time-varying magnetic field models that extend
eyond the historical record. Time varying field models on centen-
ial and millennial time scales already exist (Jackson et al., 2000;
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orte and Constable, 2005a), and have proved useful for studying
rehistoric secular variation, but the extension of such models to
illion year time scales has not yet been accomplished. They will,

owever, be important in understanding low frequency field varia-
ions, and giving better context to observations of the current and
istorical field.

Magnetic field models, generally derived by fitting mathemati-
al functions to globally distributed observations of field intensity

nd direction, are limited in spatial and temporal resolution by the
uality and abundance of available data. An ideal data set would
nclude time series of intensity and directional variations of the

agnetic field at many geographically diverse locations. In real-
ty, we have two types of data: spot recordings of absolute field

http://www.sciencedirect.com/science/journal/00319201
mailto:lziegler@ucsd.edu
dx.doi.org/10.1016/j.pepi.2008.07.027
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ntensity, inclination, and declination found from magnetized
gneous rocks and archeological objects, and time series of absolute
nclination variations and relative intensity and declination varia-
ions from magnetized sediment cores. Field intensity data have
een particularly sparse until fairly recently, and are still less abun-
ant than directional data. Yet, with a gathering supply of absolute
aleointensity data, modeling of field intensity variations on mil-

ion year timescales should be possible—especially if these data
an be used in conjunction with time series of relative intensity
ariations derived from sediment cores.

The SINT relative paleointensity stacks (Guyodo and Valet, 1996,
999; Valet et al., 2005), which are formed by averaging some tens
f globally distributed relative paleointensity records, have already
inted at interesting features of long term field variations worth

urther investigation—for instance intensity lows at excursions and
he proposed sawtooth paleointensity pattern near reversals (Valet
nd Meynadier, 1993). However, these stacks are limited in that
hey utilize only relative paleointensity data to create the model
f field variations. The two most recent SINT curves (SINT800 and
INT2000 spanning the past 800 ka and 2 Ma, respectively) have
sed absolute paleointensity data to scale the SINT curves to repre-
ent absolute variations in virtual axial dipole moment (VADM), but
ifferent scaling procedures resulted in significantly different esti-
ates of the mean VADM for the Bruhnes chron (6 × 1022 A m2and

.5 × 1022 A m2for SINT800 and SINT2000, respectively). The SINT
urves also lack the predictive power of a mathematical model for
he field: they cannot be expanded to geographic variability beyond
hat of an axial dipole field, cannot be downward continued to
xamine the field at the core mantle boundary (CMB), and are not
asily differentiated to show rate of change in the field.

Using paleointensity data for modeling, or even for other more
asic inferences about the field is not necessarily straightforward.
or example, various authors have found conflicting estimates
f the mean field strength (e.g. McFadden and McElhinny, 1982;
onstable and Johnson, 1999; Selkin and Tauxe, 2000; Tauxe and
ent, 2004). Differing estimates are often caused by including data
ased on variable standards of reliability (as determined by uncer-
ainty, laboratory methods, materials used, and other factors) or
hich cover different age ranges. Since the process of determining
aleointensities is far from standardized, with new developments
till frequent in this field, the debate over what data are reliable
s unlikely to be resolved soon. As mentioned above, progress still
eeds to be made on how to use both relative paleointensity records
nd absolute paleointensity data together to create time varying
eld intensity models. Since each type of data has different sources
f noise, we need to look at each data source in detail in order
o assess how they can be used together most appropriately to
roduce paleointensity models.

Here, we assess the current global absolute paleointensity data
et to characterize its statistics and to evaluate it for its use in future
odeling. We first review the data that are currently available, and

ome possible drawbacks of the data set. Then we use statistical
echniques to test the consequences of restricting the available data
ased on certain criteria. We look specifically at data from 0 to 1 Ma,
here both absolute paleointensity data and relative paleointensity
ata are adequately distributed in space and in time to make field

ntensity modeling potentially viable.

. Data
A number of absolute paleointensity compilations have been
ade over the past few decades and subjected to detailed analyses

o determine the average dipole moment, and the statistical dis-
ribution of the observations. We follow a precedent established
n the 1980s (McElhinny and Senanayake, 1982; McFadden and
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cElhinny, 1982) when data sets for the 0–50 ka time interval
ere considered separately from those spanning million year time

cales. For the 0–1 Ma time scale we use absolute paleointensity
ata derived from igneous geological materials, typically lava flows,
hat acquire a thermoremanent magnetization. The primary data
et chosen is the PINT03 compilation (Perrin and Schnepp, 2004).
o facilitate comparisons of results from different material types
e use a subset of the more abundant archeomagnetic and lava
ata set from the 0 to 50 ka Geomagia50 database, and our own
ompilation of data from submarine basaltic glass (SBG).

.1. PINT03

The PINT03 database consists of 3128 globally distributed data
rom igneous and baked contact sources. More data have been pub-
ished since this compilation, so it represents a minimum of igneous
ourced data available at present. Perrin and Schnepp did not do
uantitative analysis on the data compilation, citing some poten-
ial sources of biases in estimating paleointensity statistics with the
urrently available data (e.g. biased temporal and regional distribu-
ions of data, data quality variability) and the low density of data
n time. However, for the 0–1 Ma time period there are 1124 data,
nd we feel that the number, temporal and spatial coverage (Fig. 1)
re sufficient to justify some quantitative analyses. Beyond 1 Ma,
oth absolute and relative paleointensity data are less plentiful. We
lso investigate the influence of some of the previously mentioned
otential sources of bias on the resulting field intensity statistics.

.2. Geomagia50

The Geomagia50 database (Donadini et al., 2006) compiles glob-
lly distributed data from both lava flows and archeological objects
ith ages in the range 0–50 ka. We specifically look at the time

nterval 0–7 ka, since data are concentrated in this range (2793
rcheological data and 311 lava flow data). The PINT03 database
ontains data from igneous sources only. Absolute paleointensities
an also be determined from archeological objects. For the pur-
oses of evaluating the 0–1 Ma field, adding archeointensity data to
he PINT03 compilation provides additional data in the small time
nterval over which data density is already highest. For this reason,

e stick to using only the PINT03 data compilation to evaluate the
–1 Ma field, and only use Geomagia50 to compare paleointensity
ata from archeological and igneous sources. Since these two data
ources have different mineralogies and cooling rates, they could
otentially give different results. We also use this database as a
ource of 0–7 ka lava data in this comparison, as it is a more recent
ompilation and with more data in this time range than the PINT03
atabase. Fig. 2 shows the temporal and regional distributions of
ata from archeological and igneous sources with ages between
and 7 ka, plotted in the same fashion as Fig. 1. Some statistical

nalysis has already been done using this data compilation to test
he correlation of data found from differing material types and lab-
ratory methods (Donadini et al., 2007). A comparison with their
ndings is included in our discussion.

.3. Submarine basaltic glass

Within the category of igneous sources, we can also compare
BG data and other lava flow data. SBG has a distinct fabric and
ooling history, and so could potentially provide different results

han other igneous data, and has sometimes yielded average field
trengths which differ from those computed from other igneous
ata (Selkin and Tauxe, 2000; Tauxe and Yamazaki, 2007; Heller et
l., 2002; Valet, 2003). The PINT03 data set contains only a handful
f SBG data, but more data can be added (i.e. Bowles et al., 2006; Gee
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Fig. 1. (a) Global distribution of 0–1 Ma absolute paleointensity plotted as a probability distribution function on a log scale. Red (purple) values show areas with a high (low)
concentration of data. Blank (white) areas have no data. (b) Paleointensity data are converted to VADM (see text) and plotted vs. age.

Fig. 2. Distribution of data from the Geomagia50 database with ages of less than 7 ky. (a) and (c) show distributions in time of data from archeological and igneous sources,
respectively (with intensity converted to VADM). (b) and (d) show geographical distributions of data from archeological and igneous sources, respectively (format as for
Fig. 1).
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t al., 2000). Before mixing these material types into a larger com-
ilation, results obtained from the different material types should
e quantitatively compared. The SBG data used in this study are a
ompilation of data from (Bowles et al., 2005, 2006; Carlut et al.,
004; Carlut and Kent, 2000; Gee et al., 2000; Mejia et al., 1996;
ick and Tauxe, 1993) yielding 313 data all with nominal ages less
han 100 ka based on crustal ages calculated from spreading rates
nd distances from the ridge axis. The actual ages are likely to be
uch younger than 100 ka (Bowles et al., 2006), and we discuss this

ater.

.4. Potential drawbacks of the data set

Given that the Earth’s magnetic field is predominantly dipolar,
t is common to account for gross geographical variations in inten-
ity data by converting to virtual axial dipole moments (VADM)
Barbetti, 1977). Temporal and spatial distributions of the PINT03
ata are plotted in Fig. 1. The global distribution is plotted as a
robability density function on the globe, with higher values (indi-
ated by the pink end of the color spectrum) indicating higher
ata density. The time distribution is shown by plotting VADM vs.
ge. Data are unevenly distributed in time, with a high concen-
ration of young data. A bias toward Northern hemisphere data
s also clearly evident, as noted by Perrin and Schnepp (2004).
otably, over 512 data (almost half of the data set) are from Hawaii.

n looking at global data sets of VADMs to calculate mean field
trength, it is assumed that non-dipole components will be a source
f noise, but contribute no bias in field statistics. However, if a large
ortion of data is from a single geographic region, the data compi-

ation could potentially be biased toward reflecting any persistent
on-dipole field components at that location (as shown by Korte
nd Constable, 2005b). To assess the accuracy of the assumption
hat the time averaged field is dipolar, we plot VADM vs. lati-
ude (Fig. 3), along with the mean field strength (black line) and
verage VADM values for 15◦ latitude bins. If the dipole approxi-
ation is accurate, the time averaged VADM should be a constant,

egardless of latitude. The bin averages show considerable scat-
er. Although this scatter could be attributed to non-dipole field
ffects, it is clear in Fig. 3 that a few bins contain data from very
mall time ranges, which is likely the source of scatter: that is,
ach bin average reflects the average VADM over different time
anges.

Besides the uneven temporal and spatial distribution, variable
uality could also contribute to variance or bias in the currently
vailable data set. The PINT03 database compiles all published
ata with no restrictions, but also contains fields of information
hich could be used to restrict data based on quality controls. One
easure of data quality is the reported uncertainty in the pale-

intensity estimate, calculated as the standard deviation of the
ean paleointensity of several specimens from a single cooling

nit. However, paleointensity data are often only reported from
single specimen, in which case reported uncertainly is absent.

referably, paleointensity estimates are made from more than
ne specimen, and have low reported uncertainty. Any reason-
ble restriction of this kind will significantly reduce the number
f data.

Data quality can be checked or improved by employing labora-
ory methods which detect or minimize the potential for alteration.
aleointensity determinations could be inaccurate for this or other
ock magnetic reasons. Several methods have been developed to

pecifically address these concerns, but debates over which meth-
ds are most appropriate still continue. Details of these topics are
ot discussed here; for more information see Tauxe and Yamazaki
2007) and Valet (2003). We note, however, that data obtained
sing the Thellier–Thellier method with pTRM checks (denoted T+
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n the PINT03 intensity methods field) are often taken to be the
ost reliable, as they have built in heating steps which check for

lteration. For this reason, we look at restricting the data by this
riterion. An alternative method of guarding against data contami-
ated by alteration effects, the Shaw method, is not evaluated here,
ecause of the small number of data in PINT03 gathered using this
echnique.

Finally, we note that the estimated ages of paleointensity data
re often poorly constrained, with large or absent age uncer-
ainties. This can be a big issue when looking at time-varying
eld intensity, and can also be an issue when looking at aver-
ge field strength and investigating how methods, geographic bias,
nd materials may influence average paleointensity determina-
ions. When comparing paleointensities from different geographic
ocations, materials, and methods, these paleointensities must be
rom the same time (or time span) so that differences in intensity
esults are not attributable to their simply sampling different field
trengths.

. Methods

We evaluate the 0–1 Ma absolute paleomagnetic data set with
tatistical methods, estimating the mean and variance as well as
he probability distribution function (pdf) and empirical cumula-
ive distribution function (ecdf). We use these properties to directly
ompare the original 1124 member data set with specific restricted
ubsets. Pdf estimation is done with an adaptive kernel method
i.e. kernel bandwidth varies with data density), using Abram-
on’s square root law (Abramson, 1982) to determine bandwidth,
s described by Silverman (1986). This non-parametric approach
llows us to compare pdfs of subsets of data without imposing a
otentially inappropriate parametric form. The empirical cdf (the
robability that a value X will be less than or equal to x) is calcu-

ated directly from the data as a ratio of data less than or equal to
to total number of data, with linear interpolation to evaluate the

unction at evenly spaced values of x.
First, we need to address the uneven temporal distribution of

he data. Since data concentration is heavily skewed toward young
ges, our resulting statistics will be biased toward describing the
ecent field, instead of the 0–1 Ma field. If all paleosecular varia-
ion occurred with periods less than a few tens of kyr, it would not

atter that the recent few kyr is so heavily represented, as it would
ot necessarily have a mean or other statistics which differed from
longer time range of data. However, long period variations are

learly evident in sedimentary relative paleointensity records (e.g.
alet et al., 2005). We cannot be sure that PSV with periods of longer

han 1 Ma are not also occurring in the time varying field (see Sec-
ion 5). Therefore, our results should be interpreted as describing
he 0–1 Ma field only.

To correct for the uneven temporal distribution we use a varia-
ion of a bootstrap method (Efron and Tibshirani, 1993) to resample
he original data set: we generate a set of n ages from 0 to 1 Ma
andomly (with uniform probability) and from there choose from
ur original data set the paleointensity data whose ages most
losely match each of the simulated ages as members of our new
esampled data set. In this way, we bootstrap a distribution of

data from our original data set to create a resampled data set
hich is spread more evenly in time. We generate 1000 resampled

ets of n = 500 data. Estimates of statistics do not change signif-
cantly with more than 1000 simulations (and actually converge
ith fewer simulations, so this is a conservative number). A mean
ADM (�̄) can be estimated by finding the average of the 1000
esampled means (x̄i). We can also calculate the standard error
n the mean of �̄, ��. Variance �̄2 and standard error of the vari-
nce ��2 can be found analogously. Specifically, we calculate these
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As shown in Table 1, the mean VADM of the original 0–1 Ma
data set is 7.71 ± 0.09 × 1022 A m2. Using our bootstrap procedure
to simulate a temporally evenly distributed data set, the new esti-
mate of the mean is 7.26 ± 0.14 × 1022 A m2. A t-test confirms that
we can reject the null hypothesis that these means are the same at
ig. 3. PINT03 0–1 Ma VADM data plotted by latitude, and colored to correspond t
rror bars showing 95% confidence bounds, calculated as 2× standard error in the m

tatistics using:

¯ = 1
k

k∑
i=1

x̄i (1)

� =

√√√√ 1
(k − 1)

k∑
i=1

(x̄i − �̄)2 (2)

¯ 2 = 1
k

k∑
i=1

s̄2
i

(3)

�2 =

√√√√ 1
(k − 1)

k∑
i=1

(s̄2
i

− �̄2)
2

(4)

here k = 1000, s̄2
i

is the variance of a resampled distribution, and
he other variables are described above. Using this method, we not
nly attempt to correct for the uneven temporal sampling, but we
an also find a reliable estimate on the error or stability of our
stimate of mean and variance.

Fig. 4(a) and (b) shows histograms of the ages of the original 1124
ata, and of one resampled data set. The resampled distribution
as ages spread much more evenly in time. Fig. 4(c) illustrates this
gain by plotting the empirical cumulative distribution functions
ecdfs) of both data sets, along with the cdf of a uniform distribution
or comparison. Since the 0–1 Ma data set has some gaps in time,
e cannot truly create resampled data sets which are uniformly
istributed in time. To test whether the temporal distribution of a
ypical resampled data set is distinguishable from a uniform dis-
ribution, we perform a Kolmogorov–Smirnov (KS) test, to quantify
he difference between their ecdfs (see Press et al., 1986). We find a
S significance level of 0.61, where the level is on a scale of 0–1
ith small values indicating a low probability that the samples

ome from the same underlying distribution. This test shows that

he resampled distributions are not distinguishable from a uniform
istribution. This technique eliminates bias generated by the high
oncentration of young data. Our results, discussed below, show
hat resampling significantly affects our estimated mean, variance
nd pdf. Therefore, we use this temporal resampling in all com-
arisons of the original data set to subsets based on restrictive
riteria to make sure differences we see are not attributable to
ime-sampling issues.

F
P
t
d

(circles). Color scale in Ma. Black squares are mean VADM values for 15◦bins, with
Black line is the average VADM for 0–1 Ma.

. Results

.1. 0–1 Ma field statistics: temporal sampling effects
ig. 4. (a) Histogram showing the age distribution of the 1124 0–1 Ma data from
int03. (b) Histogram of the age distribution of a resampled set of 500 data (see
ext). (c) Ecdfs of the original Pint03 0–1 Ma data set (green), a resampled set of 500
ata (red), and a uniform distribution (black).
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Table 1
Statistics of data sets used in this study

# Mean Variance �̄ �� �̄2 ��2

All 0–1 Ma 1124 7.71 9.38 7.26 0.14 8.58 0.57
Low error 783 7.67 8.29 7.23 0.14 8.77 0.55
T+ only 874 7.60 9.59 7.16 0.14 9.73 0.63
T+ and low error 574 7.60 9.07 7.06 0.14 9.73 0.57
All 0–0.55 Ma 944 7.84 8.92 7.64 0.12 7.41 0.57
HI 0–0.55 Ma 508 7.84 8.43 7.29 0.13 7.57 0.57
No HI 0–0.55 Ma 436 7.83 9.64 7.68 0.15 11.41 1.18
Arch. 0–7 ka 2793 9.54 5.07 8.74 0.10 5.00 0.36
Lava 0–7 ka 311 9.56 6.02 9.77 0.14 6.41 0.55
Lava 0–7 ka cr∗ 311 8.31 4.55 8.50 0.13 4.87 0.42
SBG 0–100 kaa 313 8.33 7.74 – – – –
SBG 0–10 kaa 158 9.40 2.61 – – – –
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is the number of data in data set, mean and variance are of the original data sets
he mean, �̄2 is the mean variance of the bootstrapped distributions, ��2 is one st
he mean are in units of (×1022Am2), with estimates of variance and standard error
eing adjusted for a hypothetical 15% high bias due to cooling rate. aAges calculated

he ˛ = 0.01 level (i.e. if there were no difference, our observed dif-
erence would occur with a probability of less than 0.01). The lower

ean is to be expected, since the procedure effectively reduces the
nfluence of the higher than average young data. We also estimate
he pdf and ecdf of the resampled data by averaging the 1000 dis-
ributions of data to find a mean distribution and 95% confidence
ounds. These are plotted in Fig. 5(a) and (b), respectively. Look-

ng at the estimated distributions in comparison to the originals,
he significant changes can be identified by noting where the origi-
al distribution (black) lies outside the confidence bounds we have
stimated (red dashed). In Fig. 5(a), some of the high VADM tail
een in the original distribution is absent in the mean resampled
istribution. On the other end, the resampled data pdf shows more

ow VADM values. There is a sidelobe in the pdf around 5 × 1022

m2 which is not removed by accounting for the uneven temporal
istribution.

.2. An abundance of Hawaiian data

The spatial distribution of data is limited with a high concentra-
ion of northern hemisphere data. The distribution is too uneven
o allow us to correct for its inadequacies as we have done for the
emporal distribution. However, as mentioned above, 512 out of
he 1124 data are from Hawaii. Only 4 Hawaiian data are older
han 0.55 Ma. In the 0–0.55 Ma age range, 508 out of 944 data
re from Hawaii. For this reason, we investigate the influence of
awaiian data by comparing data from Hawaii only, data from
verywhere but Hawaii, and the combined data set (Hawaiian and
on-Hawaiian data) over the time range 0–0.55 Ma. We again sim-
late 1000 distributions of 500 data points for each data set. Results
re shown in Table 1 and Fig. 5(c) and (d).

The bootstrapped mean for the Hawaiian data is slightly lower
han that of the combined data set. However, the combined
–0.55 Ma data set has a mean virtually identical to the data set
ithout any Hawaiian data. Though at first glance it seems unex-
ected that the combined data set has a mean very similar to the
on-Hawaiian data set despite the fact that the Hawaiian data has
lower mean than the non-Hawaiian data, this is clarified by look-

ng at the medians for these distributions (which are often more
obust estimates for the expected value of distributions which are
on-gaussian). The estimated median of the combined data set

7.61 × 1022 A m2) falls between the median of the Hawaiian data
7.35 × 1022 A m2) and the median of the non-Hawaiian data set
7.80 × 1022 A m2), as one would expect, and t-tests show that we
annot reject the null hypotheses that the means of the subsets are
he same as the mean of the combined data set. This indicates that

i
a
d
w
a

he mean mean value of the bootsrapped distributions, �� is the standard error in
error of the mean variance. All estimates of the mean and standard deviation of

mean variance in terms of the above units squared. cr∗ denotes the lava data after
ustal ages (see text).

ittle bias is introduced to the combined data set by having such an
bundance of data from one small region. However, the medians of
he Hawaiian data and non-Hawaiian data are significantly differ-
nt from each other (˛ = 0.02), which could be due to persistent
on-dipole field contributions at the Hawaii location. It is difficult
o quantify how much of the small but statistically significant dif-
erence in mean and median values between these two subsets is
ue to non-dipole field components and how much of it is a time
ampling issue, since simulating uniform time distributions with
hese smaller data sets becomes increasingly difficult (see Section
).

Mean pdfs and ecdfs from the resampled distributions are plot-
ed in Fig. 5(c) and (d). They are not significantly different from each
ther, except for a more pronounced sidelobe in the ‘No Hawaii’
ata set. We do not show the confidence bounds in these figures
or ease of viewing, but they overlap, confirming that differences
mong these three data sets are insignificant.

.3. Restricting data quality

We next investigate whether higher quality data has different
roperties from the complete 0–1 Ma data set. As we already noted,
here is still considerable debate over how to judge data reliability,
nd this is further complicated by the heterogeneous reporting of
ata and uncertainties. For now, we assess the influence of restrict-

ng the data based on reported error (reported errors must be either
ess than 20% or less than 5 �T for each result, with each result
nd reported uncertainty supposed to represent a cooling unit of a
etermined age), separately restrict the original data set to include
nly data produced using the Thellier–Thellier method with pTRM
hecks, and finally apply both of these requirements. Each subset
f data spans the time range 0–1 Ma. Again, we resample 1000 dis-
ributions of 500 data points to estimate statistics and pdfs for each
ata set. Results are shown in Table 1 and Fig. 5(e) and (f).

Comparing �̄ for each of these subsets to the �̄ of the origi-
al data set, t-tests show we cannot reject the null hypothesis that
hey are the same (˛ > 0.05 in each case). This result indicates
hat although including less reliable data in our estimates of field
ntensity statistics is not desirable, it does not significantly bias the
esults.

Pdfs for the various groups of observations are similar and all

nclude the sidelobe seen in the complete data set, although the
mplitude of the sidelobe varies for each data set. The subset of
ata which satisfy both the low error and Thellier–Thellier method
ith pTRM check criteria (green distribution in Fig. 5(e) and (f)) has
sidelobe with amplitude almost equal to that of the main peak.
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Fig. 5. (a) Pdf of the original 0–1 Ma Pint03 data set (black), the mean pdf of the 1000 pdfs of the resampled (temporally evenly distributed) data sets (red), and 95% confidence
b same
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ounds of the mean pdf (red dash). (b) Ecdfs of original and resampled data with
–0.55 Ma data set (black), Hawaiian data only (red), and all locations except Hawa
black), data with reported errors less than 20% or 5� T (red), data found using vers
o have low errors and which are found using Thellier methods with pTRM checks (

n this case, the exaggeration of the sidelobe is an artifact of our
esampling procedure, which attempts to resample evenly in time,
ut runs into problems if large age ranges have little or no data.

e find that there is a temporal gap for data meeting these strict

equirements at around 0.6 Ma, and that on either side of the gap
re data with values of about 5 × 1022 A m2. Our procedure picks
hese two data points (on the edges of the gap) to represent the
ntensity over the entire time range of the gap in data, leading to an

o
T
t
I
n

color coding as (a). (c) and (d) Mean pdfs and ecdfs, respectively for the complete
e). (e) and (f) Mean pdfs and ecdfs, respectively for the complete 0–1 Ma data set
f the Thellier method with pTRM checks (blue), and data which are both reported

).

rtificially large sidelobe at around 5 × 1022 A m2. This issue is also
vident in the lack of smoothness in the ecdf at the same VADM
alue: the sharp jump most likely is a result of a particular point

r two being chosen many times for each resampled distribution.
he effect this would have on the mean in this instance would be
o bias it low (since 5 × 1022 A m2is a lower than average VADM).
ndeed, the mean of the highly restricted data set is lower (though
ot significantly lower) than that of the complete data set and the
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ubsets of data restricted based on method or reported error alone.
hus, the small differences between data sets in the investigation of
sing quality criteria restrictions reflect the limitations of the spe-
ific temporal sampling available rather than significant differences
mong the data sets themselves.

.4. Influence of material type

.4.1. Archeological vs. lava data
Compared to intensity estimates from igneous sources,

rcheointensity data may be more reliable. The mineralogy of
rcheological objects is generally more uniform (at least within site)
han for igneous sources, and the magnetic carrier is more likely to
e hematite in archeological objects, and so less prone to alteration
uring lab procedures. Additionally, archeological objects may cool
ore quickly (and uniformly within site) than lava flows, and so

ield results less biased by large differences between the natural
nd lab cooling rates.

Here, we compare archeointensity data to paleointensities
erived from igneous sources over the age range 0–7 ka (as com-
iled in Geomagia50). There are only 311 igneous paleointensities

n this time range, compared to 2793 archeointensity data. Despite
his, some meaningful comparisons can be made. Interestingly, the
imple averages of VADMs of the two original data sets (with-
ut temporal resampling done) are almost identical. However, the
icture changes after compensating for the uneven temporal sam-
ling yielding a �̄ of 8.74 × 1022 A m2 for the archeointensity data
et—significantly lower than the 9.77 × 1022 A m2 obtained for the
ava data set. We note that we have used n = 300 in the resampled
gneous data distributions (instead of n = 500) due to the small size
f the original data set. Igneous data have a higher variance both
efore and after correction for temporal sampling.

The mean pdfs and ecdfs of the corrected bootstrapped distri-
utions (Fig. 6(a) and (b)) illustrate these differences. The igneous
ata pdf (black curve in Fig. 6(a)) is broader than the archeointen-
ity pdf, and is offset to higher values of VADMs. Similarly the ecdfs
n (b) (archeological data set in red, igneous in black) show the sig-
ificant difference between the two data sets. This large difference
erits further investigation (see Section 5).

.4.2. Submarine basaltic glass
Some discussion has occurred about the reliability of SBG data

Heller et al., 2002; Valet, 2003; Tauxe and Yamazaki, 2007). Here,
e attempt a comparison of SBG data to other igneous data and

o archeointensity data over the same age range. However, this is
ot straightforward, as young SBG data are difficult to date. Many
BG data in our compilation have age estimates based on distance
rom the ridge axis (Mejia et al., 1996; Gee et al., 2000), so that
he age corresponds to the crustal age, but is not necessarily the
ge of the uppermost lava flow which is being sampled. Bowles
t al. (2006) derived ages using correlation with global paleoin-
ensity variations, but for this study we have recalculated these
ges based on distance from the ridge axis and spreading rate to
ave an independent age estimate. Some studies have only restric-
ions on age (i.e. “less than 10 ka”), with no exact ages reported
e.g. Carlut et al., 2004; Bowles et al., 2005). Bowles et al. (2006),
sing paleointensities and geological features, showed that larger
ows from the ridge axis and/or off-axis volcanism can lead to very
oung data (less than a few ka) derived from locations kilometers
rom the ridge. In this case, ages estimated by calculating crustal

ge based on spreading rates can be off by tens of kiloyears. Nomi-
ally, our SBG compilation ranges in age from 0 to 100 ka. However,
he results of Bowles et al. (2006), indicate it is possible that the
pper end of the range is much younger. To complicate the issue
urther, we cannot use our technique to resample evenly in time

h
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ince the data ages are so uncertain. This is a real problem with
he SBG compilation since data are heavily concentrated along the
idge axis.

To allow for these large uncertainties, we compared the SBG
ompilation to other data types in several age ranges, including lava
ata for 0–100 ka, 0–40 ka, and to lava data and archeointensities
f ages 0–3 ka. By far, the best match in distributions for the SBG
ata is to compilations of paleo- and archeointensity data of 0–3 ka
Fig. 7(a)) (note that again, the subaerial lava data show some high
aleointensites not seen in archeointensity data, although the effect

s not as pronounced in this smaller data set). This supports the
dea that data within a couple of kilometers of the ridge axis (which
omprise the majority of this data compilation) are only a few 1000
ears old, rather than sharing the crustal age of 20 ky. Data from Gee
t al. (2000) and Bowles et al. (2006) are plotted vs. distance from
idge axis (Fig. 7(b)). These account for 237 out of 313 of the SBG data
n our compliation. Comparing the pattern of SBG paleointensities
s. distance from the ridge axis to a plot of paleointensities (from
ther lava sources) vs. age in Fig. 7(c), the SBG paleointensities vs.
istance plot looks like a stretched and truncated version of the
aleointensity vs. age plot. This comparison further illustrates that
ges of samples close to the ridge axis do not correlate well with
rustal age.

The age uncertainties limit our ability to make conclusive
etailed comparisons between SBG data and data from archeolog-

cal objects or other igneous sources. It does seem clear that SBG
amples give paleointensities comparable to those of other mate-
ials. We see no evidence that SBG paleointensities are biased low,
s argued by some (Heller et al., 2002; Valet, 2003). If anything, the
BG data are high, though it seems clear that the high values are
easonable given the age uncertainty of the data.

. Discussion and conclusions

.1. Archeo- and paleointensity

Paleointensities determined from igneous sources are higher
n average and have more scatter than archeointensities of the
ame age range (0–7 ka). The difference in means is a little over
0%. We considered two possible explanations for this. The first
s that a systematic bias might arise from the laboratory meth-
ds used to determine paleointensity. From the Geomagia database
t is straightforward to determine the general technique used
it is recorded for 88% of igneous and 83% of archeomagnetic
esults), and following an anonymous reviewer’s comment that
it is well known that the microwave method yields lower deter-
inations compared with the Thellier method” we assessed the

elative distribution among Shaw, Thellier, and microwave meth-
ds in the two data groups. Only 1.5% of the archeomagnetic data
ere acquired using the microwave technique, compared with 14%

f the igneous data. Thus the use of the microwave method can
nly be the source of bias if microwave paleointensities in this
ata set are systematically higher rather then lower than those
rom Thellier, Shaw and undocumented methods. We note that in
eneral it is difficult to make systematic assessments of the influ-
nce of particular experimental methods because it is only in rare
ases that direct comparisons have been made on identical sam-
les.

A second explanation for the difference could be that lava flows
nd archeological objects have different natural cooling rates. It

as been shown (Halgedahl et al., 1980; Dodson and McClelland-
rown, 1980; Fox and Aitken, 1980; Leonhardt et al., 2006) that
hen materials cool in nature at much slower rates than they
o when cooling in laboratory paleomagnetic experiments, the
aleointensities derived from the lab work can be biased high. If
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ig. 6. Mean pdfs (a) and ecdfs (b) (as in Fig. 5) for 0–7 ka archeointensities (red) an
rcheointensities (red) and adjusted paleointensities from lava flows (black), for dat
aleointensities to account for a hypothetical 15% bias high due to lack of cooling ra

rcheological objects cool more quickly in nature than lava flows,
hey would be less biased high than the lava data. While both mate-
ials likely have variable cooling rates from site to site, and so an
xact correction cannot be applied to a global data set, we can test to
ee if the higher mean VADM for lavas (relative to archeointensity
ata) can be accounted for by a reasonably realistic cooling rate
ias. If we assume that all paleointensities from igneous sources
re 15% high (this easily falls in the observed range of cooling rate
rror) and adjust these data, the pdf and mean of the lava data look
uch more similar to those of the archeointensity data set (Fig. 6(c)

nd (d), Table 1). Of course, the archeointensity data could also be in
eed of a cooling rate correction (Fox and Aitken, 1980). However, as
rcheological objects generally cool more quickly and have higher
locking temperatures than lava specimens, they would incur less
f a cooling rate error and need smaller corrections. Donadini et
l. (2007) assessed the correlation among intensities derived from
avas and archeological objects, and found that the correlation was
ood (inferring from this that intensities derived from lavas are reli-
ble), but the relationship between the two data sources was not
:1, especially if considering only lava specimens which were ana-
yzed using Thellier–Thellier method techniques. We do not test
pecifically for correlation, but also conclude that there is some
iscrepancy between the two data sets—enough to warrant more

nvestigation and/or a correction factor but not enough to deem one
ource unusable.

r
v
s
p
t

ointensities from lava flows (black). (c) and (d) Mean pdf and ecdf, respectively for
se ages of span 0–7 ka. Adjusted paleointensities calculated by reducing the actual
rections (see Section 5).

.2. Significance of sidelobe in PDF

In the original data set, we see an unusual sidelobe in the pdf
f the VADM data set around 5 ×1022 A m2. This feature did not
isappear under any circumstances tested in this study.

The sidelobe could be due to typically low paleointensity transi-
ional data (data which have virtual geomagnetic poles lower than

certain cutoff latitude—usually 45◦, labeled ‘T’ in PINT03). We
ested this by looking at a subset of 0–1 Ma data which specifically
xcluded transitional data. The sidelobe is still present.

Previous studies have noted bimodal distributions of virtual
ipole moments (VDMs) for various time ranges and hypothesized
hat this might indicate two distinct states of geodynamo behavior
Heller et al., 2002, 2003). The structure in probability density we
ee in Fig. 5(a) appears somewhat more subtle than two distinct
istributions. Additionally, we see no obvious two-state signal in
he pattern of VADM vs. time (see Fig. 1b).

It is possible that the data set is not yet large enough to resolve
smooth pdf. However, it is also possible that the structure reflects

ome distinct property of geomagnetic field behavior, that could be

esolved if we had a better understanding of how the magnetic field
aries over time. To interpret the significance of the structure we
ee, we first investigate if a 1 Myr time series with the given tem-
oral resolution (around 1000 data points per 1 Myr) is adequate
o determine the underlying distribution associated with long term
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ig. 7. Pdfs of archeointensities (red) and paleointensities from lava flows (black) a
panning 0–100 ka as calculated by distance from the ridge axis,. Note that the pdf o
ata sets. (b) SBG paleointensity data (converted to VADMs) from (Bowles et al., 200
xis. (c) 0–100 ka paleointensity data from subarial lava flows (converted to VADMs

aleofield behavior. For this purpose, we simulate time series which
hare the same spectral properties as paleomagnetic field intensity
ariations and then compare their statistical properties with those
f our real data set. We model the spectral content using the pale-
magnetic power spectrum for the dipole moment estimated by
onstable and Johnson (2005) and shown in Fig. 8. For our tests
e choose a simple functional form to approximate the empirical

pectrum with a plateau at low frequency and a power law decay
t high frequency. That is we suppose the spectrum S(f ) has the
ollowing functional form:

(f ) = a

b + cf p (5)

nd present specific results from the model function

(f ) = 1
1 + 0.005f 2

(6)

The empirical paleomagnetic power spectrum and our model
ower spectrum are plotted together in Fig. 8. The simplistic model
enerally follows the trends of the empirical power spectrum. We
ake no attempt to derive a best fit model here, as it is not necessary

or this exploratory exercise.
We simulate a 100 Myr time series of paleointensity data with

he spectrum S(f ), and study the distributions of the 100 Myr record
s well as 1 Myr subsets. The simulation has 1000 points per mil-
ion years, to be comparable in data density to the 0–1 Ma absolute
aleointensity data set. Fig. 8 shows an example of 1 Myr of sim-
lated data and probability density distributions associated with
he entire 100 Myr of simulated data as well as a few examples of 1

yr distributions. Although the 100 Myr distribution is smooth and
pproximately normally distributed, we see a range of structures in
he 1 Myr pdfs and variable levels of similarity to the 100 Myr pdf.

ne pdf agrees very well with the 100 Myr pdf, one has a sidelobe

imilar to the one we see in the real 0–1 Ma paleointensity distri-
ution, and one has even more structure. This result indicates that
e should not expect a time series with spectral properties of the
aleofield intensity to be adequately represented by a 1 Myr time

i
g
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ig. 6 with ages spanning 0–3 ka, along with the pdf of SBG data (green) with ages
data is simply the pdf of our compilation of SBG data, not a mean pdf of resampled
d (Gee et al., 2000) in blue and red, respectively plotted vs. distance from the ridge
ted vs. age.

ample. Although the one million year samples have relatively sim-
lar means to each other and to longer time samples, 1 Myr is not
ong enough to recover the shape of the underlying distribution
ssociated with field intensity. This simple experiment shows that
e do not need to call upon two states of the geodyamo or other
hysical explanations to explain the structure we see in the 0–1 Ma
bsolute paleointensity data set.

Our interpretation of the sidelobe in the pdf for VADMs as
reflection of actual geomagnetic field behavior in the 0–1 Ma

nterval can be strengthened by supporting data from sedimentary
elative paleointensity records. Fig. 9 shows the corresponding pdf
erived from the most recent half of the SINT2000 dipole strength
stimate (Valet et al., 2005), after re-normalization to the equiv-
lent mean value. The sedimentary record (in gray) does indeed
ave a similar structure to the absolute intensity curve (black), but

ts variability is subdued in comparison. This is expected from the
eavy smoothing that arises in temporal alignment and averag-

ng of data from diverse sedimentary records. Such smoothing is
ell demonstrated by the power spectrum for SINT800 (Guyodo

nd Valet, 1999) which appears as the orange curve in Fig. 8. The
ower at frequencies higher than about 10–20 Myr−1is attenu-
ted substantially in SINT800 compared with other spectra derived
rom individual cores (brown, green, and blue curves), and corre-
ponds to a reduced variance in the time domain. Individual relative
aleointensity records derived from sediments might in principle
rovide a higher resolution pdf, but in our experience so far many
f these are difficult to interpret directly because of the influences
f varying sedimentation and other complicating factors.

.3. Suitability and limitations for field modeling

The absolute paleointensity data set compiled in Pint03, includ-

ng data from all laboratory techniques, reported error, and
eographic locations can be used to evaluate average field behavior
ver the 0–1 Ma time range. The small variability in bootstrapped
stimates of mean and variance indicate that the amount and
uality of data provide robust estimates of these statistics. Our
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Fig. 8. (top) Empirical paleomagnetic power spectrum, reproduced from Constable
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more investigation is needed and we can expect greater clarity on
this issue as more data become available. An ongoing systematic
analysis combining the absolute paleointensity data with relative
paleointensity records from sediments should also help in this area.
nd Johnson (2005) and model (heavy black). (middle) One million years of sim-
lated paleointensity (see text). (bottom) Pdfs of entire 0–100 Myr simulated
aleointensities (heavy black) and three pdfs of paleointensities from 1 Myr intervals
gray).

tudies show that the mean VADM for the last million years is
.26 ± 0.14 × 1022 A m2. This result incorporates temporal resam-

ling to correct for the uneven age distribution of the data. Further,
he result changes only insignificantly when restricting the data
sed in the estimate to be of a certain reported uncertainty, to be
btained using Thellier–Thellier methods with pTRM checks, or to
xclude data from Hawaii. This is reassuring, especially in the con-
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ext of time varying field modeling, since it means that using lower
uality data (and hence using a much larger data set) does not seem
o greatly affect the resulting field.

Careful consideration will be needed when combining inten-
ity estimates found from differing material types. Recent data
rom SBG, as compared to data from subaerial lava flows and
rcheological objects, seem to give comparable intensities. Detailed
omparisons are difficult because of age uncertainties in very young
BG data. For young SBG data, the uncertainties in ages are too great
o make the data useful for time varying field modeling, but for older
amples the age uncertainties for SBG will be comparable to those
n other materials. Nothing in this study indicated that young SBG
ata are biased to low values of VADM.

Further investigation into causes of observed differences in
rcheointensities and paleointensities derived from lavas will be
ecessary to find the most appropriate way to combine these data
ypes in modeling. Differences in cooling histories between the two
ata sources could explain differences in mean intensities seen in
ur results, though we have not ruled out other reasons for the
iscrepancy between these two data types. The cooling rate expla-
ation is significant because it would imply that lava data are biased
o high values. A more detailed study of the differences would be
seful in confirming our observations and finding more conclusive
xplanations.

One of the greatest limitations of the 0–1 Ma paleointensity data
et is the poor spatial coverage, which restricts the capacity for
ny quantitative analysis in search of non-dipole signals and/or
ssessing their influence on field inferences based on the geocen-
ric axial diople (GAD) assumption. Testing the GAD assumption
ould require (ideally) that data at each latitude (or in each lat-

tude bin) cover the same time span, and that that time span is
ong enough and the data plentiful enough to be able to have a
obust time-averaged field estimate at that latitude. In the small
atitude range where these conditions are met (Fig. 3), the latitude
in averages are similar enough that adhering to the GAD assump-
ion and converting data to VADM is not unreasonable. However,
ig. 9. Mean pdf of 0–1 Ma Pint03 resampled data sets (black) with 95% confidence
ounds (black dash) identical to the red pdf in Fig. 5(a) and pdf of data points from
he 0–1 Ma time interval of the SINT2000 relative paleointensity stack (see text).
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