
Theoretical aspects of dipolar interactions and their appearance

in first-order reversal curves of thermally activated

single-domain particles

R. Egli1

Received 14 June 2006; revised 13 October 2006; accepted 30 October 2006; published 12 December 2006.

[1] Recently, the study of interacting particles was driven by the modeling effort
undertaken to interpret first-order reversal curve (FORC) diagrams of natural rocks and
sediments. Understanding the effect of magnetostatic interactions is of primary importance
in rock magnetism and paleomagnetism, and FORCs can provide useful information
for this purpose. However, fully quantitative theories of FORC measurements have not
been formulated yet. The goal of this paper is to fill this gap for the case of interacting
single-domain (SD) particles. First, a general analytical expression is obtained for the
local interaction field produced by a random set of magnetic dipoles. This expression is
then used to formulate a general theory that explains the effect of the local interaction field
on FORCs. Exact solutions are obtained for the case of weakly interacting single-domain
particles, whereby the effect of thermal activations is considered as well. These
solutions show that a rigorous analysis of the FORC function and its relationship with the
distributions of coercivities and interaction fields is possible.

Citation: Egli, R. (2006), Theoretical aspects of dipolar interactions and their appearance in first-order reversal curves of thermally
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1. Introduction

[2] Many properties of magnetic grain assemblages are
influenced by magnetostatic interactions, defined as the sum
of all dipole-dipole interactions between the grains. One
possible approach to modeling systems of interacting par-
ticles is based on the introduction of the so-called local
interaction field (IF) Hi, defined as the field produced in the
volume occupied by a given grain by all other grains. Given
the random geometric arrangement of magnetic particles in
many natural and synthetic materials, the local IF is con-
veniently regarded as a statistical variate with a probability
density function (PDF) W(Hi) that depends on the magne-
tization state of the sample. This description of magneto-
static interactions is the fundament of models aiming to
explain the magnetic properties of random fine particle and
spin systems whose coupling strength is not sufficient to
produce a collective behavior (a state called ‘‘quenched
randomness’’ by Sornette [2004]). The magnetic properties
of these systems are effectively modeled by accounting for
the effect of the IF distribution (IFD) on the intrinsic
properties of the particles. A well-known example of this
approach is the Preisach model, which describes hysteresis
loops in terms of elemental rectangular loops [Preisach,
1935; Néel, 1954].
[3] Magnetostatic interactions have strong effects on

weak-field magnetizations, such as the anhysteretic and

the thermal remanent magnetization (ARM and TRM), even
in diluted assemblages of grains, as established both exper-
imentally [Sugiura, 1979] and theoretically [Shcherbakov
and Sycheva, 1996; Egli, 2006]. Magnetic properties related
to relaxation effects, such as viscous magnetizations
(VRMs), and the low-field susceptibility of superparamag-
netic particles, are also affected by interactions [e.g.,
Dormann et al., 1997]. Despite the evident implications
in paleomagnetism, rock magnetism and environmental
magnetism, quantitative modeling of magnetostatic inter-
actions in rocks and sediments is severely limited by the
intrinsic heterogeneity of these materials, and the lack of
knowledge about the spatial distribution of the magnetic
carriers within the volume of the sample.
[4] New attention to the characterization of magnetostatic

interactions was brought in by the introduction of first-order
reversal curve (FORC) diagrams [Mayergoyz, 1986]. An
intense modeling effort is now undertaken to understand
FORC distributions of fine particle systems [e.g., Pike et al.,
1999, 2001; Muxworthy and Williams, 2005; Newell, 2005],
and identify them in natural materials [Roberts et al., 2000].
The use of FORC diagrams is particularly appealing, since
it allows, under certain circumstances, to reconstruct the
intrinsic properties of fine particle systems.
[5] Realistic models of hysteretic and anhysteretic pro-

cesses in magnetic particle systems are extremely complex,
because of the need of taking into account various physical
processes, such as the reversing mechanism and its depen-
dence on grain size, shape and orientation, the effect of
thermal activations, and, finally, magnetostatic interactions.
Since each of the abovementioned mechanisms is complex,
all present models deal with some simplifications, such as
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the assumption of aligned particles, or a coherent rotation
reversal mechanism. Numerical calculations of the IF in
large systems of n particles are computationally expensive,
the number of required operations being proportional to n2.
An analytical expression for the local IF can introduce
significant simplifications in models of interacting particles,
and is unavoidable in the cases where the numerical
approach is impractical, such as in modeling the ARM of
interacting fine particles [Egli, 2006]. A rigorous approach
to the calculation of the IF was introduced by Anderson
[1950], with later contributions by Shcherbakov and
Shcherbakova [1975] and Berkov [1996]. A semianalytical
approximation was obtained for the IFD in the two limit
cases of random assemblages of very diluted and very
concentrated particles, respectively. However, intermediate
cases of magnetic grains that occupy 1.5–20% of the
sample’s volume are still unsolved.
[6] The first purpose of this paper is to obtain an

expression for W(Hi) that is generally valid at all concen-
trations. This expression applies to assemblages of particles
that (1) can be modeled as magnetic dipoles, and (2) are
randomly distributed within a given volume. Since W(Hi)
depends on the magnetization state of the particles, three
common configurations of the magnetic moments will be
considered: (1) the case of randomly oriented dipoles, (2) the
case of aligned dipoles, and (3) the case of random dipoles
confined into a plane perpendicular to the direction of
measurement. I will show that the three cases can be used to
estimate the local interaction field distribution when an
external field is applied.
[7] I will then use the analytical estimate of the IFD to

model the effect of dipole interactions on the shape of FORC
functions. Solutions of this model for weakly interacting
single-domain (SD) particles with and without thermal acti-
vations provide an insight on the relationship between the
FORC function and intrinsic properties of the particles, such
as the distribution of coercivities and the packing fraction.

2. IF of Randomly Oriented Dipoles

[8] Consider a sphere of radius R that contains n randomly
distributed, nonoverlapping identical grains of diameter r,
each carrying a magnetic dipole moment mi. The grains are
made of a material with saturation magnetization ms, thus
having a magnetic momentm = pmsr

3/6. The directions of the
magnetic moments are random. Following the approach of
Shcherbakov and Shcherbakova [1975] andBerkov [1996] it is
possible to consider a system of n dipoles as the superposition
of n systems made of a single dipolem at a random position r,
located in a sphere of radius R. However, as noted by Berkov
[1996], the finite dimension of the grains implies a correlation
of their positions, imposed by the nonoverlapping condition
jri� rjj� r for every couple (i, j) of dipoles. Iwill show that the
spatial correlation can be accounted by a simple modification
of W(Hi) calculated for uncorrelated particles. Therefore the
first step consists in the calculation of the IFD produced by a
single dipole with r � jrj � R. The central limit theorem is
then used to calculate the IFD produced by n dipoles.

2.1. Field Produced by a Single Random Dipole

[9] I assume without loss of generality that the center of a
spherical volume is occupied by one grain. The field

produced by another grain at a random position in the
sphere is to be calculated. I therefore introduce a randomly
oriented point dipole with moment m, whose position r is
randomly chosen between two concentric spheres of radii
r and R (Figure 1). The condition r � jrj � R ensures that
the two grains are not overlapped. Let Hd be the field
produced by the dipole at the origin. The amplitude Hd of
Hd depends on the distance r of the dipole from the origin,
and on the angle q between m and r:

Hd r; qð Þ ¼ m

4pr3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3 cos2 q

p
ð1Þ

Being sin q the PDF of q, the PDF of Hd produced by a
randomly oriented dipole at a distance r is:

pd Hdjrð Þ ¼

Hdffiffiffi
3

p
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2

d � k2

q ; k � Hd � 2k

0 ; else

8>><
>>: ð2Þ

with k = m/(4pr3). Consider now the projection h =
Hd cos l of Hd along a given direction (chosen to be the
z axis without loss of generality). Since the angle l
between Hd and the z axis is random, h = zHd is the product
of the random variates Hd with PDF given by (2), and z =
cos l with a uniform PDF pz in the interval [�1, +1]. The
PDF of h given r (written hjr) is

ph hjrð Þ ¼
Z
W
juj�1

pd ujrð Þpz h=uð Þdu ð3Þ

with W = {ujk � u � 2k
V

� 1 � h/u � 1}. Integration of
(3) gives

ph hjrð Þ ¼

ln 2þ
ffiffiffi
3

p
 �
2

ffiffiffi
3

p
k

; jhj � k

ln 2þ
ffiffiffi
3

p
 �
� arcoshjh=kj

2
ffiffiffi
3

p
k

; k � jhj � 2k

8>>><
>>>:

ð4Þ

Figure 1. Geometric configuration adopted for the
calculation of the interaction field (see text for notation).
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The probability of finding the dipole at a distance r � r � R
is given by the PDF pr (r; r, R) = 3r2/(R3 � r3). Then, the
PDF of h is

Ph hð Þ ¼
Z R

r
ph hjrð Þpr r; r;Rð Þdr ð5Þ

with solution

Ph hð Þ ¼

ln 2þ
ffiffiffi
3

p
 �
4

ffiffiffi
3

p K�1 þ k�1

 �

; jhj � K

ln 2þ
ffiffiffi
3

p
 �
4

ffiffiffi
3

p K�1 þ k�1

 �

þ 1

8
ffiffiffi
3

p
K 1� K=kð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� K2=h2

p
� 2� K2=h2

 �

arcosh
h

K

� 

; K < jhj � 2K

K ln 2þ
ffiffiffi
3

p
 �
8

ffiffiffi
3

p
1� K=kð Þ

h�2 � 2k�2

 �

þ K

4 1� K=kð Þh2 ; 2K < jhj � k

K ln 2þ
ffiffiffi
3

p
 �
8

ffiffiffi
3

p
1� K=kð Þ

h�2 � 2k�2

 �

þ K

4 1� K=kð Þh2 þ
K

8
ffiffiffi
3

p
k2 1� K=kð Þ

2� k2=h2

 �

arcosh
h

k
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2=h2

p� 

; k < jhj � 2k

0 ; jhj > 2k

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

where k = m/(4pr3) and K = m/(4pR3) (Figure 2). In the limit
case represented by r = 0, Ph(h) / h�2 as h ! 1.

2.2. Field Produced by Many Uncorrelated
Random Dipoles

[10] The z component Hz of the IF produced by a
collection of n dipoles is the sum of the components h of
the n dipole fields. To calculate the IF produced at the place
occupied by a magnetic particle in a macroscopic sample,
consider following geometrical setting. The magnetic parti-
cle under consideration is sitting at the center of a coordi-
nate system, and the sample is represented by a set of n
dipoles randomly distributed and randomly oriented within
a sphere of radius R. The dipoles are carried by spherical
particles of diameter r 
 R. Furthermore, let p be the
packing fraction of the particles, defined as the relative
sample volume occupied by the particles, and N the number
of particles per unit volume.
[11] The PDF of Hz is given by the n th convolution of

Ph(h) with itself. The convolution is best calculated in the
Fourier space, where it converts to a simple product. Let
f *(w) be the characteristic function of a PDF f(x), where the
asterisk denotes the Fourier transformation. Then,

Wuc* w; pð Þ ¼ lim
R!1

Ph* w; r;Rð Þ½ �n ð7Þ

with n � 4pR3N/3 = 8pR3/r3. The subscript ‘‘uc’’ is used
to recall that (7) is valid in the case of completely
uncorrelated dipole positions. If n ! 1, the central limit
theorem can be used to evaluate (7). The classic
formulation of this theorem states that Wuc converges to
a Gaussian distribution when Ph has a finite variance s2; a
condition fulfilled by r > 0. However, the central limit
theorem apply only to the central region of a PDF. In the
case of (7), this region is given by jHzj < n3/4s , because
Ph is a symmetric distribution [Sornette, 2004]. Since n / p,
it is immediately evident that the central limit theorem is
not applicable in its classic formulation when p ! 0. This
problem was avoided by Shcherbakov and Shcherbakova
[1975] and Berkov [1996] by handling the two cases p ! 0
and p ! 1 separately. The drawback of this approach is the
impossibility to describe intermediate cases given by 0.01 <
p < 0.2.

(6)

Figure 2. (a) PDF Ph of the field component along a
given direction, produced by a random point dipole, when
the position of the dipole is constrained within two spheres
of radii r < R (see text for notation). The solid line is the
limit case r = 0; the dashed line corresponds to R = 4r.
(b) Characteristic functions P*h of the PDFs plotted in
Figure 2a. Notice that P*h (w; r = 0) has a cusp at w = 0.
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[12] In the following, I will use a different approach,
based on the properties of the characteristic function P*h(w)
of Ph at w ! 0. The solution of this limit is

lim
w!0

Ph* wð Þ ¼ 1� pm2
s

216n
w2 ¼ 1� s2

0w
2

2n
ð8Þ

On the other hand, if r ! 0, Ph has the following
asymptotic behavior:

lim
r!0

Ph h � kð Þ � pms

12nh2
ln 2þ

ffiffiffi
3

p
 �
2

ffiffiffi
3

p þ 1

" #
¼ a0

pnh2
ð9Þ

The power law dependence f(x) � jx/aj�q of a PDF f(x) at
x ! 1 shapes the central region of the characteristic
function f *(w) [Bracewell, 1986]. The following limit is
obtained using q = 2:

lim
w!0

Ph* w; r ¼ 0ð Þ ¼ 1� a0

n
1þ eð Þjwj ð10Þ

where e is a correction factor that takes into account the
approximation of (9) produced by r > 0. Since (9) is strictly
valid for r = 0, e ! 0 when r ! 0. The correction factor e
will be determined numerically later. Two different expres-
sions (8) and (10) have been obtained for the central
properties of P*h (w). A numerical evaluation of P*h (w) at
w ! 0 shows that (8) holds for jwj < k�1, and (10) for
jwj > k�1 (Figure 3). Since k�1/ r3, and p/ r 3 for the same
configuration of dipoles, it is evident that (10) is a good
approximation of the central region of P*h (w) in a system
characterized by p ! 0. On the other hand, the central
limit theorem apply to (8) when p ! 1. Accordingly,
analytical solutions of (7) can be obtained in the two limit
cases of p ! 0 (point dipoles) and p ! 1. For p ! 0,
the inverse Fourier transform of (10) is the following
Lorentzian PDF:

Wuc Hz; p;msð Þ ¼ 1

pa0 1þ H2
z =a

2
0


 �
a0 p;msð Þ ¼ ppms

12

ln 2þ
ffiffiffi
3

p
 �
2

ffiffiffi
3

p þ 1

" #
� 0:361pms

ð11Þ

On the other hand, for p ! 1, the central limit theorem
gives

Wuc Hz; p;msð Þ ¼ 1ffiffiffiffiffiffi
2p

p
s0

exp � Hz

2s2
0

� �

s0 p;msð Þ ¼
ffiffiffiffiffiffiffiffi
p=3

p
6

ms � 0:289ms

ffiffiffi
p

p
ð12Þ

For comparison, Berkov [1996] obtained a0 � 0.36pms

and Shcherbakov and Shcherbakova [1975] calculated
a0 � 0.42pms for randomly oriented dipoles.
[13] An analytical expression for Wuc cannot be found at

intermediate values of p. However, the central properties
(8) and (10) of W*uc, together with the fact that Wuc is
an infinitely divisible function under the assumption of
n ! 1, set important constraints on the solution.
Special cases of W*uc for p ! 0 and p ! 1 are exponential
forms of the type exp(�ajwj) and exp(�bw2), respectively.
A suitable approximation ~W*uc ofW*uc is therefore chosen to
be an exponential form in order to satisfy the infinite
divisibility criterion. Furthermore, ~W*uc should converge
to (8) for jwj 
 k�1 and to (10) if jwj � k�1. An expression
for ~W* that satisfies the abovementioned criteria is

~Wuc* wð Þ ¼ exp ab�1
uc � a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b�2
uc þ w2

q� 

ð13Þ

with a = a0(1 + e) and buc = pms
2/(108a). The correction

factor e(p) is determined by comparing W*(w; p) and
~W*(w; p, e) for different values of p and e. The best
approximation is obtained by minimizing

D2 p; eð Þ ¼
Rþ1
�1

~Wuc* w; p; eð Þ �Wuc* w; pð Þ
� �2

dwRþ1
�1 Wuc* w; pð Þ½ �2 dw

ð14Þ

with respect to e, whereby W*uc(w; p) is calculated
numerically using (6)–(7). The empirically determined e
is well approximated by e(p) = 0.359arctan0.8918(12.155p)
(Figure 4). The maximum difference between ~W*uc and W *uc

Figure 3. Detail of the characteristic function W*(w)
showing its behavior at w ! 0.

Figure 4. Empirically determined correction factor e(p)
(circles) and its analytical approximation (solid line). Dots
are the fitting residuals, defined by equation (14). The
arrows indicate the maximum random packing fractions of
spheres attainable with a Poisson process, pp, and the
physical maximum pmax.
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occurs at intermediate values of p, however, D(p, e) < 2.5%
for 0 � p � 1. Therefore ~W*uc is a good approximation of
W *uc over the entire range of p. The inverse Fourier
transform of ~W*uc gives the PDF of Hz:

Wuc Hz; p;msð Þ ¼ ea=buc

pbuc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2
p K1

a
buc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2

q� �

ð15Þ

where K1 is the modified Bessel function of the second kind.
The shape ofW is controlled by p, since ms has only a scaling
effect accounted by Wuc(Hz; p, ms) = ms

�1Wuc(Hz/ms; p, 1).

2.3. Field Produced by Many Nonoverlapping
Random Dipoles

[14] As discussed before, the result obtained in (15) is
strictly valid only if the positions of the dipoles are
uncorrelated. This assumption is certainly a good approxi-
mation for systems characterized by p 
 1. If a given
volume is filled with N particles per unit volume at random
positions, as assumed in the previous calculations, the
probability P of finding exactly m particles in a volume v
is given by the Poisson law: P = (Nv)m e�Nv/m!. If v is the
volume occupied by one grain, then p = nv, and the over-
lapping probability is the probability of having m > 1 in a
sphere of radius r (corresponding to a volume of 8v). The
overlapping probability is thus given by 1 � (1 + 8p)e�8p.
The Lorentz approximation is practically not affected by
spatial correlation effects, since, in its range of validity, the
overlapping probability is <0.3%. Because the Lorentz
approximation is controlled by the parameter a, it is
reasonable to assume that the spatial correlation affects
buc. Therefore buc is replaced by b = 2buc/(1 + d), where
d(p) is determined by comparing (15) with results obtained
from numerical simulations at different values of p.
[15] Numerical simulations of random assemblages of

spherical particles have been performed as follows. First,
spherical grains of given diameter r < 1 were randomly

placed within a sphere of unit radius (random packing
problem). The grains were added individually using a
random number generator that simulates a Poisson process.
If the newly added grain overlapped with any other grain, it
was discarded, and a new grain was generated until a given
value of p was reached. Talbot et al. [1991] calculated that
the maximum packing fraction of spheres attainable by this
method is p � 0.382. Since the computation time increases
drastically as p ! 0.382, calculations were limited to p �
0.35. The maximum random packing fraction attainable
with spherical grains is p � 0.64 [Man et al., 2005].
However, this limit is considerably smaller when the
spheres are bonded by a strong force [Onoda and Liniger,
1990], as it is the case with clusters of magnetic particles.
The upper limit of p in clusters of magnetic particles is not
known; however, A. P. Chen et al. (First-order reversal
curve diagrams of natural and cultured biogenic magnetic
particles, submitted to Journal of Geophysical Research,
2006) estimated p < 0.35 in clusters of single-domain (SD)
particles. Therefore it can be assumed that 0 < p � 0.35 is a
realistic range for real samples.
[16] The packing procedure described above was used to

generate 16 random assemblages of 3000 particles each
with p = 0.001, 0.002, 0.005, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35.
A random number generator was then used to assign the
orientation of the magnetic moment of each grain. The
magnetic field produced by the 3000 randomly oriented
dipoles in each assemblage was calculated at the center of
the spheres, using

Hk ¼
X
k 6¼j

3rkj rkj �mj


 �
=r2kj �mj

4pr3kj
ð16Þ

with rkj = rj � rk, and m = 4pp/9000 (this choice of m
ensures that ms = 1). To avoid effects due to the finite size of
the sample, the field was calculated at the center of the
12 spheres that are closest to the center of the particles
assemblage. Each of the three component of Hk was
identified with a statistical realization of Hz. The process of
generating the randomly oriented magnetic moments and
calculate Hk was repeated 6 times, giving a total of 3000 �
12 � 3 � 6 different realizations of Hz. These realizations
were used to calculate the PDF of Hz with ms = 1. The PDF
was then fitted using Wuc(Hz; p, 1), with b instead of buc, by
minimizing the squared residuals with respect to d. The
values of d obtained from the minimization are well
approximated by d(p) = 3.2145

ffiffiffi
p

p
e�7.067p (Figure 5). The

maximum difference between the numerically simulated
PDF of Hz and the analytical approximation obtained from
d(p) amounts to few% (Figure 6). It can be therefore
concluded that

Wr Hz; p;msð Þ ¼ ea=b

pb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2
p K1

a
b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2

q� �

a p;msð Þ ¼ ppms 1þ eð Þ
12

ln 2þ
ffiffiffi
3

p
 �
2

ffiffiffi
3

p þ 1

" #
;

b p;msð Þ ¼ pm2
s

54a 1þ dð Þ
e pð Þ ¼ 0:359 arctan0:8918 12:155pð Þ ; d pð Þ ¼ 3:2145

ffiffiffi
p

p
e�7:067p

ð17Þ

Figure 5. Empirically determined correction factor d(p) for
the spatial correlation of nonoverlapping spheres (squares).
Error bars refer to the confidence intervals obtained by fitting
numerically simulated sets of particles (see text). The solid
line is an analytical approximation of d(p).
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is a suitable analytical expression for the PDF of Hz. The
subscript ‘‘r’’ is used to remind that this solution is valid for
the case of randomly oriented dipoles. A comparison of Wr

for different values of p determines the validity range of the
limit cases (11)–(12) (Figure 7). The Lorentz approxima-
tion (11) apply reasonably well in for 0 < p � 0.01; on the
other hand, the Gaussian approximation (12) is valid for
p � 0.2. An intermediate situation is obtained for p � 0.05.

3. Interaction Field of Nonrandomly Oriented
Dipoles

[17] A set of randomly oriented uniaxial particles sub-
jected to an external field H along the z axis will have a
distribution of moment orientations that depends on H and
on the magnetization state. The moments are preferentially
aligned with H if the magnetization is positive. On the other
hand, the magnetic moments of particles that are about to
switch tend to flatten on the xy plane. The general case is
intermediate between three idealized situations given by
(1) randomly oriented dipoles, already solved in section 2,
(2) perfectly aligned dipoles, and (3) dipoles at a right angle
to the applied field, which I will shortly call perpendicular
dipoles. Cases 2 and 3 can be solved in a similar way as
case 1. Case 2 is solved analytically in strict analogy with
section 2, and the following PDF is obtained for the local IF
produced by aligned dipoles:

Wa Hz; p;msð Þ ¼ ea=b

pb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2
p K1

a
b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2

q� �

a p;msð Þ ¼ ppms 1þ eð Þ
4

ffiffiffi
3

p ; b p;msð Þ ¼ pm2
s 1þ dð Þ
400a

e pð Þ ¼ 0:359 arctan0:8918 12:155pð Þ ; d pð Þ ¼ 17:90
ffiffiffi
p

p
e�8:458p

ð18Þ

where e(p) is the same as in (17), and d(p) was determined
by comparison of the analytical expression with the
numerical results. The PDFs for aligned and randomly

oriented dipoles are similar in shape, however, the width of
the two functions is different, especially for p > 0.1
(Figure 8). A similar result was found by Berkov [1996] for
the variance of the local IF. He explained this difference in
terms of two contributions to the IF variance related to
the spatial arrangement of the particles on one hand, and
to the orientation of the dipoles on the other. As the
density of the particle assemblage increases, the local IF
is determined mainly by neighbor particles in the first
coordination sphere. As p ! 0.6, the local structure
converges to a hexagonal lattice. If the magnetic moments
of the resulting short-range ordered configuration are
aligned, the IF variance is determined mainly by the
small contribution of long-range interactions.
[18] The case of perpendicular dipoles cannot be solved

analytically. The analogon of equation (6) was calculated

Figure 6. Numerically simulated PDFs of the local IF
(stepped lines) and the corresponding analytical expression
given by equation (17) (solid line), for p = 0.01 and p = 0.3,
respectively.

Figure 7. (a) The PDF of the local IF along a given
direction, produced by a random assemblages of magnetic
particles with packing fractions p of 0.001, 0.015, 0.05, 0.2,
0.64, respectively (from the center of the plot toward
outside). The second abscissa represents the IF of magnetite
particles. All PDFs have been normalized to unit at Hz = 0.
(b) For better visualization of the differences in shapes at
various values of p, the field axis has been rescaled for each
curve, so that all PDFs are identical at Hz = 0. Notice
that the case of p = 0.05 is intermediate between the
Gaussian limit, valid for p > 0.2, and the Lorentz limit,
valid for p < 0.015.
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numerically, whereby the asymptotic behavior of Ph and its
variance were used to calculate the coefficients a and b.
The generalization of Ph for the case of many particles is the
same as described in section 2, and gives the following PDF
for the local interaction field of perpendicular dipoles:

Wp Hz; p;msð Þ ¼ ea=b

pb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2
p K1

a
b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ H2

z =a2

q� �

a p;msð Þ ¼ 0:3175pms 1þ eð Þ ; b p;msð Þ ¼ 0:01664
pm2

s

a 1þ dð Þ
e pð Þ ¼ 0:359 arctan0:8918 12:155pð Þ ; d pð Þ ¼ 3:868

ffiffiffi
p

p
e�6:098p

ð19Þ

The IF produced by perpendicular dipoles is similar to that
of random dipoles (Figure 8). A concentration-independent
relative difference of 14% between the two cases is
produced by the different values of a in (17) and (19).
[19] For the practical purpose of estimating p from the

width of the IFD, Wr and Wp can be considered identical. In
the following I consider the case of partially aligned
moments, which I will describe using the parameter g =
jMj/Ms. The special cases of randomly oriented and totally
aligned dipoles are given by g = 0 and g = 1, respectively.
The IF of intermediate cases can be imagined as the
weighted superposition of two contributions produced by
perfectly aligned dipoles with magnetic moment mz = zms

on one hand, and random dipoles with magnetic moment
mr = rms on the other. Each normalized moment u can be
decomposed into a randomly oriented component R at an
angle 8 with respect to the z axis, and a component Z
parallel to the z axis. Since juj = 1,

Z 8ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2 sin8

p
� R cos8 ð20Þ

Integration over all angles 8 gives

z ¼
Z p=2

0

Z 8ð Þ sin8d8 ¼ 1� r

4r
1þ rð Þ ln 1þ r

1� r
þ 2r

� 

ð21Þ

Since g = z, r(g) is obtained from a numerical solution of
(21). A good analytical approximation of the solution is r �
(1 � g1.37)0.834. The difference between the random and
the aligned case is controlled by the parameter b. Since the
variances of Wr and Wa at p ! 1 are proportional to b, the
IFD of partially aligned dipoles is given by W(Hz; p, ms)
with:

a gð Þ � ar

b gð Þ � 1� g1:37ð Þ1:67br þ g2ba

ð22Þ

where the subscripts ‘‘r’’ and ‘‘a’’ refer to the solutions for
random dipoles and aligned dipoles, respectively.

4. FORC Functions of Interacting SD Particles

[20] Preisach diagrams [Preisach, 1935] provide informa-
tion about the statistical distributions of switching fields and
interaction fields in a sample. Néel [1954], proposed a
simple interpretation of the Preisach function F(Hc � 0, Hu)
as the PDF of the contributions of elemental squared
hysteresis loops with switching fields Ha = Hu � Hc and
Hb = Hu + Hc. In the case of SD particles, Hc and Hu would
have the physical meaning of a coercivity and a IF,
respectively. In the basic Preisach model, it is further
assumed that the IF is independent of the magnetization
state of the sample, a restriction formalized by F(Hc, Hu) =
f(Hc)g(Hu), where f(Hc) and g(Hu) are the PDFs of the
switching fields and the IFs, respectively [Pike et al., 1999].
This result is particularly appealing, because F(Hc, Hu)
would provide a direct measurement of the IFD, from which
the packing density of the particles could be estimated using
equations (17)–(19). However, the assumptions of the basic
Preisach model are unrealistic, as proved by numerical
simulations of densely packed SD particles [e.g., Stancu
et al., 2001; Cerchez et al., 2004]. Modifications of the
classic Preisach model such as the moving Preisach model
[Della Torre, 1965; Hejda and Zelinka, 1990], and the
variable variance Preisach model [Pardavi-Horvath et al.,
1993] have been suggested as better models for real
samples.
[21] FORCs provide an attractive method of determining

the Preisach distribution that has gained popularity in recent
years [e.g., Pike et al., 1999; Roberts et al., 2000]. The
FORC distribution r(Hc, Hu) of interacting SD particles
shares some common characteristics with the classic Pre-
isach model. For example, measurements [Pike et al., 1999;
Carvallo et al., 2005] and numerical models [Muxworthy
and Williams, 2005] of interacting SD particles show that
the width of the FORC distribution along Hu increases with
increasing packing fraction, as predicted by the classic
Preisach model. On the other hand, the measurement of
FORC and Preisach diagrams of SD particles as a function
of temperature gave contradictory results that raise some
questions on the interpretation of the dispersion along Hu as
a measure of the interaction strength [Dunlop et al., 1990;
Carvallo et al., 2004]. FORC distributions of SD assemb-
lages are characterized by distinct features, such as regions
characterized by negative values, that depend on the asym-
metric measurement procedure of FORCs and on intrinsic
properties of SD grains [Muxworthy et al. 2004; Newell,

Figure 8. Half width s1/2 of the IFD produced by
magnetic dipoles that are randomly oriented, aligned, and
perpendicular to a given direction, respectively.
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2005]. It is therefore questionable whether r(Hc, Hu) effec-
tively represents a statistical distribution of coercivities and
interaction fields in a sample of SD particles.
[22] Detailed numerical simulations of high-density three-

dimensional arrays of SD particles (p > 0.13), suggest a
collapse of r(Hc, Hu) as the particle distance becomes
smaller than the particle’s diameter [Muxworthy et al.,
2004]. It is not clear whether the collapse of the FORC
distribution is (1) an artifact of the numerical algorithm used
in the micromagnetic calculation, (2) a consequence of the
highly ordered configuration of identical, cubic three-
dimensional arrays of particles, or (3) an intrinsic property
of high-density particle systems. Efficient fast Fourier
transform (FFT) algorithms used for these simulations
require the particles to be placed on a regular grid, and
the direct calculation of random particle assemblages using
equation (16) is too slow for FORC calculations. Therefore
approximated analytical modes for the FORC distribution
of random assemblages of SD particles are developed in
the following in order to test the possibility of a quanti-
tative interpretation of r(Hc, Hu).

4.1. Classic Basic Preisach Model

[23] A FORC is measured by saturating the sample in a
large positive field, which is then decreased to a reversal
field Ha. The magnetization measured at a successive
applied field Hb � Ha is denoted by M(Ha, Hb). The FORC
distribution is defined as

r ¼ � @2M

@Ha@Hb

¼ 1

4

@2M

@H2
c

� @2M

@H2
u

� �
ð23Þ

[Pike et al., 1999]. The simplest physical model of FORCs,
called the basic Preisach model, identify M(Ha, Hb) with the
contribution of elemental squared hysteresis loops under the
influence of a fixed IF [Pike et al., 1999]. According to this
model,

M Ha;Hbð Þ ¼ 1� 2

Z 1

0

f Hð ÞdH
Z min �H�Ha ;H�Hb½ �

�1
g Hið ÞdHi

ð24Þ

and the derivative of (24) is f(Hc)g(Hu). As noted by
Mayergoyz [1991], the Preisach model is a mathematical
representation of hysteresis that does not account for the
fact that the IF depends on the magnetization state. An exact
model of FORCs has been calculated by Newell [2005] for
noninteracting Stoner-Wohlfarth (S-W) particles.
[24] A realistic model for interacting SD particles must

account for (1) the reversible magnetization produced by
moment rotation in a field, (2) the dependence of the IFD on
the overall statistical alignment of the moments, and (3) the
fact that the local interaction field acting on a given particle
changes during the measurement of a FORC. These effects
are extremely difficult to account for, however, simplified
analytical solutions for the limit case of weakly interacting
systems will be provided in the following.

4.2. IF in FORC Models: From Vectors to Scalars

[25] The basic Preisach model assumes that the interac-
tion field acting on a given particle does not change when

the field is ramped from Ha to Hb. It is easy to show that this
assumption is not valid, since the orientation of the mag-
netic moments in Ha and Hb is different if Hb 6¼ Ha. Given
the magnetic moment m of a particle, the two orthogonal
vectors

w ¼ 1

2
m Hbð Þ þm Hað Þ½ �

s ¼ 1

2
m Hbð Þ �m Hað Þ½ �

ð25Þ

represent the constant and the changing component of m,
since m(Ha) = w � s and m(Hb) = w + s. In a large set of
particles, the IF at any point is the sum of the contribution
from all the w and s vectors. Since w and s are orthogonal
and contained in randomly oriented planes, the correspond-
ing contributions to the total IF are uncorrelated. Therefore
the total IFD is given by the convolution of the IFDs
produced by the w and s vectors. The scaling property
W(H, ams) = a�1W(a�1H, ms) allows to model the IFs
produced by the w and s vectors as the total IF multiplied
by the average modules w and s normalized by jmj. Using
the cosine theorem,

w ¼ 1

N jmj
XN
k¼1

wkj j ¼
XN
k¼1

Jþ qb;k � qa;k

 �

s ¼ 1

N jmj
XN
k¼1

skj j ¼
XN
k¼1

J� qb;k � qa;k

 � ð26Þ

where 2J±(x) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2 cos x

p
, and qa,k, qb,k are the angles

between the magnetic moments in Ha and Hb and the
applied field. The total fields acting in Ha and Hb can then
be written as

ha ¼ Ha þ wHw � sHs

hb ¼ Hb þ wHw þ sHs
ð27Þ

where Hw and Hs are two uncorrelated statistical
realizations of random variates that represent the IF
produced by the w and the s vectors, respectively.
Equation (27) correctly represents the statistical relation-
ship between the IFs at Ha and Hb as it can be easily
verified for the limit cases given by Hb = � Ha ! 1, (the
IFs are opposite), and Hb ! Ha (the IFs are identical).
[26] The next problem is related to the fact that the

random orientation of the IF violates the symmetry of the
equations governing noninteracting Stoner-Wohlfarth par-
ticles. A strict solution would require the evaluation of
multiple vector integrals over the numerical solution of
quartic equations, which is computationally very slow
[Mayergoyz, 1991]. Therefore I will introduce a simplifica-
tion for the case of weak interactions that allows to consider
the IF as a scalar stochastic variate. To do so, I introduce the
IF vector hi = [sin l cos y, sin l sin y, cos l] in spherical
coordinates (l, y), and I define the case of weak interac-
tions by hi ! 0. If H is an external applied field at an angle
8 to the easy axis of a given particle, H* = H + hi is the total
field acting on the particle’s moment, and 8* = 8 + d8 is its
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angle to the easy axis. If hi 
 H, simple trigonometry gives
d8(H) � sin l cos yhi/H. Since FORCs of SD particles are
strongly controlled by moment switching, I consider the
difference dhsw between the switching fields Hsw obtained
by applying an external field with and without considering
hi. Using the chain rule of derivatives, the expected value of
dhsw

2 for randomly oriented particles is given by

hdh2swi ¼
h2i
4p

Z p

l¼0

Z 2p

y¼0

Z p=2

8¼0

coslþ @8Hsw

Hsw

sinl cosy
� 
2

sin8d8dldy

ð28Þ

If the particles reverse by coherent rotation, a numerical
integration of (28) using the Stoner and Wohlfarth [1948]
solution for Hsw(8) gives hdhsw2 i � 0.72hi

2. Other reversal
modes give slightly different results: for example, hdhsw2 i �
0.98 hi

2 for curling reversals calculated by Aharoni [1999].
[27] The one-dimensional case is obtained by comparing

(28) with the result obtained by considering only the
component hz of hi parallel to the applied field. In this case,
hdhsw2 iz � 0.39 hi

2, independently of the reversal mecha-
nism. The effect of all three components of hi on the

moment switching is thus equivalent to that of hz multi-
plied by a factor z = hdhsw2 i1/2/hdhsw2 iz1/2, whereby z �
1.354 for Stoner-Wohlfarth particles, and z � 1.58 for
curling reversal modes. This result allow to replace the
three-dimensional IF by a scalar field with PDF W(H, p,
zms), provided that the typical amplitude of the IF is much
smaller than the switching fields. A similar straightforward
simplification is not possible in case of strong interactions,
where the anisotropy of the particles is strongly modified
by the IF.
[28] In the following, I limit all the calculation to the case

of weak interactions described above. In this case, all
vectors in equation (27) can now be replaced by scalars,
whereby gw(x) = W(x, p, zms, gw) and gs(x) = W(x, p, zms,
gs) are the PDFs of the random variates Hw and Hs,
respectively.

4.3. General FORC Equations for Weak Interactions

[29] Consider a set of noninteracting particles with FORC
end points given by the magnetizations Ka = K(Ha) and Kb =
K(Hb). The interacting case is obtained by placing the same
particles at random positions within a finite volume, where-
by the resulting total fields ha and hb are defined by
equation (27). The total magnetizations Ma = M(Ha) and
Mb = M(Hb) are obtained by weighted integration of Ka and
Kb over all possible values of the IF:

Ma ¼
Z 1

�1

Z 1

�1
gw xð Þgs yð ÞKa H 0

a þ wx� sy

 �

dxdy

Mb ¼
Z 1

�1

Z 1

�1
gw xð Þgs yð ÞKb H 0

a þ wx� sy;H 0
b þ wxþ sy


 �
dxdy

ð29Þ

with H0
a = Ha � DMa and H0

b = Hb � DMb, where D is a
constant factor that accounts for the mean value of the
interaction field. In isotropic samples, D coincides with the
demagnetizing factor. Equation (29) provides a general
solution for the FORCs of weakly interacting particles. It
should be noted that (29) is an implicit equation, since w
and s depend on the magnetization states in Ha and Hb.
[30] I will now derive a particular case of (29) for SD

particles with antisymmetric elemental hysteresis loops.
Such loops are uniquely described by an upper branch
J+(H), obtained by decreasing the field from positive
saturation, and a lower branch J�(H) obtained by increasing
the field from negative saturation. The loop is antisymmet-
ric if J�(H) = �J+(�H), and I call it elemental if the
magnetization always coincides with one of the two
branches, regardless of the magnetic treatment. Two exam-
ples of such loops are given by Stoner-Wohlfarth particles
(Figure 9), and by the rectangular hysteresis operator ĝab of
the Preisach model [Mayergoyz, 1991]. In the case of
Stoner-Wohlfarth particles, J = J(H/HK, 8) depend on the
ratio of the field to the microcoercivity HK of the particle,
and on the angle 8 of the easy axis to the applied field. On
the other hand, J(H) � 1 describes a rectangular loop in the
classic Preisach model. If Hsw(8) is the switching field, J =
J(H > Hsw, 8) is a continuous and derivable function, and
each elemental hysteresis loops can be expressed using J(H)
in the range [Hsw, 1].

Figure 9. (a) The angle q of S-W particles at equilibrium
in a field H, and (b) the component J = cos q of the
magnetic moment along H. Solid lines refer to the upper
branch of the hysteresis loop; dashed lines refer to the lower
branch. Two examples for particles whose easy axes are at
8 = 45� and 8 = 85� to the applied field are shown.
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[31] A large set of identical, randomly oriented Stoner-
Wohlfarth particles with microcoercivity distribution f(HK)
will thus have a magnetization

Mb ¼
Z 1

0

f HKð ÞdHK

Z p=2

0

sin8d8

�
Z 1

�1

Z 1

�1
Sbgw xð Þgs yð ÞJ Sbhb=HK


 �
dxdy ð30Þ

where b � a or b � b, and S = ±1 is the switching state of a
particle in Ha or Hb. Equation (30) has some similarities
with the expression derived by Mayergoyz [1991] in his
geometric interpretation of the Preisach model. The
calculation of w and s requires knowledge of the angle
q(H/HK, 8) of the magnetic moments at equilibrium. If
q(H/HK, 8) describes the equilibrium angle on the upper
branch of the elemental loop, the angle on the lower
branch is p + q(�H/HK, 8) (Figure 9). Using (26),

w; s ¼
Z 1

0

f HKð ÞdHK

Z p=2

0

sin8d8�
Z 1

�1

Z 1

�1
gwðxÞgsðyÞ

� J�SaSb ½q Sbhb=HKð Þ � q Saha=HKð Þ�dxdy ð31Þ

where the ‘‘+’’ and the ‘‘�’’ cases apply to w and s,
respectively. A careful analysis of the possible switching
states of all particles in Ha and Hb gives the following
integration limits for x and y:Z Z

x;y

¼ þ
Z 1

x¼�Hsw�H 0
u

Z HswþH 0
aþx

y¼�Hsw�H 0
b
�x

""ð Þ

þ
Z �H 0

u

x¼�1

Z 1

y¼Hsw�H 0
b
�x

þ
Z 1

x¼�H 0
u

Z 1

y¼HswþH 0
aþx

#"ð Þ

þ
Z �Hsw�H 0

u

x¼�1

Z HswþH 0
aþx

y¼�1
þ
Z 1

x¼�Hsw�H 0
u

Z �Hsw�H 0
b
�x

y¼�1
"#ð Þ

þ
Z �H 0

u

x¼�1

Z Hsw�H 0
b
�x

y¼HswþH 0
aþx

##ð Þ ð32Þ

with H0
u = (H0

a + H0
b)/2, and the arrows indicating the

possible combinations of switching states (positive: ",
negative: #) in Ha (first arrow) and Hb (second arrow).
[32] Equations (30)–(32) can be solved iteratively start-

ing from any initial condition 0 < w < 1 and 0 < s < 1 to
obtain the magnetization in Hb and the corresponding
FORC distribution. Each of the six integrals in (32) has a
continuous argument, however, its derivative diverges at
one integration limit, if this limit coincides with the switch-
ing field. Since the numerical evaluation of (30)–(32)
involves four-dimensional integrals of functions that are
pathological at one integration limit, the calculation of
FORCs is computationally very slow. The typical compu-
tation time on a up-to-date personal computer amounts to
more than five hours for one {Ha, Hb} pair. In the following,
I will show how a further simplification of (30)–(32) gives
a simple result for the FORC function.

4.4. FORC Function of Weakly Interacting
SD Particles

[33] The mixed derivative of (30) is complicated by the
dependence of w and s on the FORC coordinates. In
assemblages of noninteracting, randomly oriented S-W

particles with microcoercivity HK, w(Hc, Hu) and s(Hc, Hu)
are characterized by cusps that are located in the lower half
of the FORC space if 2Hc < HK, or at Hu = 0 if 2Hc � HK

(Figure 10b). These cusps give raise to infinite mixed
derivatives that are responsible for the diverging parts of
the FORC function calculated by Newell [2005]. If a broad
distribution k(HK) of microcoercivities is assumed for the
previously described S-W particle assemblage, w and s
become nearly even functions of Hu with a cusp in Hu = 0
(Figure 10d). The maximum amplitude of the partial
derivatives is inversely proportional to both the median
mK and the dispersion sK of k(HK). According to (31),
w and s for the interacting case are obtained by convolution
of the noninteracting solutions with the IFD. The convolu-
tion operation eliminates the cusp at Hu = 0 and generates a
finite second derivative that is inversely proportional to mK

and sK. If the typical amplitude of the IF is much smaller
than mK and sK, all first- and second-order derivatives of
w and s can be neglected in the calculation of the FORC
diagram. Therefore I will limit the following calculation of
the FORC function the case of weak interactions, rigorously
defined by si 
 mK and si 
 sK, where si is the width if
the IFD. At this point, it is convenient to introduce the
switching field distribution f(Hsw) and the cumulative
function F(Hsw)

f Hswð Þ ¼
Z p=2

0

k Hsw=hsw 8ð Þ½ �sin8d8

F Hswð Þ ¼
Z 1

Hc

f Hswð Þ
ð33Þ

where hsw = Hsw/HK is the angular dependence of the
switching field. In the case of weak interactions defined
above, w and s are practically independent of Hu in the
region where the FORC function is not zero. If the
elemental loops are perfectly squared, the approximated
solution of (31) is s = 1 � w with w(Hc) = F(Hc). A slightly
different result is obtained in the case of S-W particles
(Figure 10c).
[34] The mixed derivative of (30) obtained by neglecting

the derivatives of w and s gives the following FORC
function for Hc � si:

r Hc;Huð Þ ¼ P þ Q

P ¼ 1

ws

Z 1

0

k HKð ÞdHK

Z p=2

0

�J hswð Þgw
H 0

u

w

� �
gs

Hsw � H 0
c

s

� �
sin8d8

Q ¼ 1

ws

Z 1

0

k HKð ÞdHK

Z p=2

0

sin8d8

�
Z Hsw

0

gw
xþ H 0

u

w

� �
gs

Hsw � H 0
c � x

s

� �
DJ0 2x=HK � hswð Þdx

ð34Þ

with �J(x) = [J(x) + J(�x)]/2, DJ(x) = J(x) � J(�x), and
J0(x) = @xJ(x). This result can be further simplified using the
condition si 
 sK, which allow to consider gw and gs as
Dirac d functions. Furthermore, the demagnetizing field is
negligible in weakly interacting systems, and H0

c and H0
u can
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be replaced by the corresponding FORC coordinates. This
lead to a further simplification of P:

P � h �#swi
w

f Hcð Þgw
Hu

w

� �
ð35Þ

where h �#swi is the weighted average of �#(hsw) over all
angles. Randomly oriented S-W particles are characterized
by h �#swi � 0.542; on the other hand, h �#swi = 1 in the case
of rectangular loops.
[35] I will now discuss the physical meaning of the terms

P and Q in the {Hc, Hu} space. The first term, P, coincides
with a Preisach function if w does not depend on Hc,
however, this is never the case for coercivity distributions
with a finite median (Figure 10c). The width su of P along
Hu is proportional to w, which represents the constant part
of all magnetic moments through the endpoints of a FORC
defined by {Hc, Hu}. Since @w/@Hc < 0, su decreases
monotonically toward the right end of the FORC space.
The same feature is observed in short-range interacting
systems and was called ‘‘completion symmetry’’ by Pike
et al. [2005]. The integral of P over the FORC space, called
normalization integral, is equal to h �#swi, whereby h �#swi = 1
only for particles with squared hysteresis loops. In all other
cases, the reversible part of the hysteresis loops lowers the
normalization integral, as noted by Pike [2003].

Figure 10. (a) The parameters w(Hc, 0) and s(Hc, 0) and (b) w(Hc, Hu) for various Hc values, calculated
for a set of identical, noninteracting, randomly oriented S-W particles. (c, d) Same as Figures 10a and
10b, for a set of randomly oriented S-W particles with a distribution of microcoercivities given by a
logarithmic Gaussian function with median (HK)1/2 and dispersion parameter s = 0.4. Dotted lines in
Figure 10c corresponds to the cumulative coercivity distribution F(Hc), and 1 � F(Hc), respectively.

Figure 11. The two contributions P (dashed line) and Q
(dotted line) of the FORC function r (solid line) for an
interacting assemblage of randomly oriented S-W particles
with packing fraction p = 0.015 and a distribution of
microcoercivities given by a logarithmic Gaussian function
with median (HK)1/2 = 0.2ms and dispersion parameter
s = 0.4. A profile of the FORC function through
Hc = 0.08ms is shown here.
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[36] The second term,Q, represents the combined effect of
interactions and the reversible component of the elemental
hysteresis loop. In the case of noninteracting S-W particles,
Q coincides with the continuous part of the FORC function
calculated by Newell [2005], whereby Q(Hu > 0) � 0. As
discussed by him, this contribution is sensitive to several
phenomena such as thermal activations and noncoherent
reversals of the magnetic moments. On the other hand,
Q � 0 for particles with perfect squared loops, since J0(H) =
0 within the integration limits of (32). Numerical calcula-
tions show that Q(Hc, Hu > 0) 
 P for si � sK, whereby
Q(Hu > 0) ! 0 in the limit case of p ! 0 (Figure 11). The
integral contribution of Q, however, does not depend on p
and amounts to 45% in the case of S-W particles. This
provides a simple explanation for the empirical observation
that features related to the boomerang-shaped FORC func-
tion calculated by Newell [2005] are relatively weak in
comparison to the peak along the Hc axis.
[37] An example of the component P of the FORC

distribution calculated using (35) for the case of S-W

particles with a logarithmic Gaussian distribution of coer-
civities is shown in Figure 12. The contours of the function
have a clear tear-drop shape instead of the elliptical shape
predicted by Preisach models. The shape of the contours is
similar to that of FORC functions measured on highly
dispersed SD particles (the ‘‘Kodak’’ samples in Pike
et al. [1999]). Though the results of this section are based
on the assumption of weak interactions, more concentrated
SD samples, such as those measured by Carvallo et al.
[2004] retain a hint of the same shape, especially in the
upper half of the FORC space, together with the boomerang
shape in the lower half predicted by Newell [2005].
[38] In the remaining part of this section I will discuss the

relationship between the FORC function and the intrinsic
properties of the sample, namely the coercivity distribution
f(Hc) and the IFD. Profiles of the FORC function along the
Hc axis, denoted by r(Hc, 0), and along Hu through the
distribution peak, r(Hc

peak, Hu), are commonly interpreted as
rough estimates of the switching field and interaction field
distributions, respectively [e.g., Pike et al., 1999; Carvallo

Figure 12. (a) The component P of the FORC function r(Hc, Hu) of interacting S-W particles for the
limit case of p ! 0. A logarithmic Gaussian distribution of microcoercivities with a median of 0.2ms and
a dispersion parameter of 0.4 has been assumed. The Hc and Hu axes are not to scale. (b) Profiles of r(Hc,
Hu) taken through the peak of r, at Hc = 0.115ms, and through the maximum vertical spreading of the
contour lines, at Hc = 0.075ms (dashed lines). The profiles are compared with the IFD (solid line) and the
marginal distribution ru. (c) Profile of r(Hc, Hu) along the Hc axis (dotted line), and the marginal
distribution rc (solid line). (d) FORC function r(Hc, Hu) normalized by r(Hc, 0), whose contour lines
reflect the dependence of w on Hc.
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et al., 2004]. The results shown in Figure 12 suggest a
different interpretation. Equation (35) states that r(Hc, 0) is
proportional to f(Hc)/w, whereby it can be roughly assumed
that w(Hc) � F(Hc) (Figure 10). The resulting profile along
the Hc axis is then proportional to f(Hc)/F(Hc), which has a
markedly different shape than f(Hc), and no physical mean-
ing. This result is the consequence of the fact that r is not a
Preisach function. This might not be the case in strongly
interacting samples, as demonstrated by the similarity of
r(Hc, 0) and f(Hc) shown by Carvallo et al. [2004]. An
intrinsically meaningful FORC parameter is the marginal
distribution:

rc Hcð Þ ¼
Z 1

�1
r Hc;Huð ÞdHu ð36Þ

introduced by Winklhofer and Zimanyi [2006], which
corresponds to the total magnetic contribution of all
particles with switching field Hc. In case of weak
interactions, it easy to show that rc � f using (35) in (36).
[39] Profiles of the FORC function along Hu do not

strictly coincide with the IFD, since w is also a function
of Hu. However, in the case of weak interactions, w(Hu) can
be considered constant over the range if IF values, and r(Hc,
zHu) is proportional to the IFD produced by the proportion
of all magnetic moment that remain constant when the
sample is cycled from �Hc to Hc. The total IFD is given
by r(0, zHu), since w(Hc = 0) = 1. Complications in using
r(0, zHu) to estimate the IFD in real measurements arise
from a variety of features concentrated along the Hu axis,
such as the ‘‘reversible ridge’’ introduced in the FORC data
processing by Pike [2003] and viscosity effects observed by
Pike et al. [2001]. However, w(Hc) is close to unit for a
range of Hc values left of the FORC peak, whereby Hu

profiles of the FORC function taken in this region are
similar to r(0, Hu). The dependence of r(Hc, Hu) is better
visualized on a modified FORC diagram defined as

r* Hc;Huð Þ ¼ r Hc;Huð Þ
max
Hu

r Hc;Huð Þ ð37Þ

where the FORC function is normalized by its maximum
value at a given Hc. In case of weak interactions, the
maximum is centered at Hu = 0. The contours of r* (Hc, Hu)
have the same shape as w(Hc), whereby the transition from
w � 1 to w � 0 at intermediate values of Hc is evident.
Unlike the case of r(Hc, 0), the marginal distribution ru(Hu)
obtained by integrating the FORC function over Hc is
meaningless, as shown in Figure 12.

5. FORC Functions of Thermally Activated
Particles

[40] Magnetic viscosity produces measurable effects on
the shape of FORC diagrams, because of the finite time
required to apply a magnetic field and perform a measure-
ment. The effect is twofold: it produces a shift of the
switching field distribution f(Hc) toward lower fields, and
it introduces an additional contribution to the FORC func-
tion along the negative Hu axis which is related to thermal
relaxation effects that occurs at the inversion points Hb = Ha

[Pike et al., 2001]. In the following, I will discuss a third
effect that is phenomenologically equivalent to the presence
of a virtual IF. This effect has consequences on the inter-
pretation of FORC diagrams of weakly magnetic high-
coercivity minerals, such as hematite and goethite.
[41] Thermal activations produce switching events that

are not accounted by the FORC equation (30). Consider an
isolated particle whose hysteresis loop is characterized by
the two switching fields H+ and H�. Without thermal
activations, H+ + H� = 0. The situation changes if the
relaxation time of the particle is comparable with the
measurement time: in this case H+ + H� 6¼ 0, whereby
H+ + H� is formally equivalent to an apparent IF Hq. This
field is different for every particle and every switching
event: therefore I assume Hq to be a statistical variable that
is completely uncorrelated in space and time. Néel [1949]
introduced Hq to account for the reduction of the switching
field by thermal activations, and called it a ‘‘fluctuation
field’’. In a single thermally activated particle, switching
occurs at H = ±(Hsw � Hq), where Hq is a statistical variate
with a PDF xq. Thermal activation effects can be introduced
in equation (30) by replacing the (thermally unactivated)
switching fields ±Hsw with ±(Hsw � Hq). If qa and qb are
two realizations of Hq at Ha and Hb, respectively, and
k(HK, V) is the joint distribution of microcoercivities and
volumes, equation (30) can be generalized to

Mb ¼
Z Z

HK ;V

k HK;Vð ÞdHKdV

Z p=2

0

sin8d8

�
Z Z

x;y

Z Z
q1;q2

gw xð Þgs yð Þxq q1ð Þxq q2ð Þ

� SbJ Sbhb=HK


 �
dxdydq1dq2 ð38Þ

with integration limits:ZZ
x;y

¼ þ
Z 1

x¼�Hsw�H 0
uþqu

Z HswþH 0
aþx�qa

y¼�Hsw�H 0
b
�xþqb

""ð Þ

þ
Z �H 0

u�qc

x¼�1

Z 1

y¼Hsw�H 0
b
�x�qb

þ
Z 1

x¼�H 0
u�qc

Z 1

y¼HswþH 0
aþx�qa

ð#"Þ

þ
Z �Hsw�H 0

uþqu

x¼�1

Z HswþH 0
aþx�qa

y¼�1

þ
Z 1

x¼�Hsw�H 0
uþqu

Z �Hsw�H 0
b
�xþqb

y¼�1
"#ð Þ

þ
Z �H 0

u�qc

x¼�1

Z Hsw�H 0
b
�x�qb

y¼HswþH 0
aþx�qa

##ð Þ ð39Þ

whereby qu = (qb + qa)/2, and qc = (qb � qa)/2.
[42] The PDF of Hq can be calculated from the solution of

the kinetic equation of a uniaxial SD grain in the framework
of Néel’s theory. I thereby assume that the probability P of a
moment switching occurring in a field H = ±(Hsw � Hq) in a
single particle is proportional to the magnetization acquired
by a large number of particles in a initial demagnetization
state under the same conditions. Using the relaxation time
estimate of Néel [1949], the probability of a moment
switching in a field H = ±(Hsw � Hq) within a given time
interval t is given by

P Hq


 �
¼ exp �f0te

�E0 Hq=HKð Þ2
h i

ð40Þ
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where E0 is the energy barrier of a particle normalized by
the thermal energy kBT, and f0 � 10 GHz is the atomic
reorganization frequency. In the noninteracting case, E0 =
m0VMsHK/(2kBT), whereby this result holds also for weakly
interacting systems if si 
 HK. In strongly interacting

systems, the contribution of the IF to the energy barrier must
be considered as well. The derivative of (40) with respect to
Hq gives the PDF of hq = Hq/HK:

xq hq

 �

¼ 2f0tE0hqe
�E0h

2
q exp �f0te

�E0h
2
q

h i
ð41Þ

(Figure 13a). Since qc and qu are the sum and the difference
of the independent variates qb and qa, respectively, the
corresponding PDFs are given by xc(2qc) = xq(qu) * xq(qu)
and xu(2qu) = xq(qu) * xq(�qu). Analytical solutions for xc
and xu cannot be found, however, good approximations are
provided by:

xc xð Þ � 2p p�1ð Þ=2 f0tð Þp=2E0xe
�pE0x

2=2 exp �2f0te
�E0x

2
h i

xu xð Þ � ee�p exð Þ2
ð42Þ

with e =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0 ln f0tð Þ

p
. x(qc) is a positive PDF with expected

value �hq =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 2f0tð Þ=E0

p
that coincides with Néel’s

definition of fluctuation field. On the other hand, x(qu) is
a Gaussian function with zero mean and standard deviation
sq = [2pE0 ln (f0t)]

�1/2 (Figure 13).
[43] Again, I limit the calculation of the FORC function

to the case of weak interactions, defined in section 4.4.
Using the same assumptions and simplifications, the term P
of the FORC function is given by

P ¼ 1

ws

Z Z
HK ;V

k HK;Vð ÞdHKdV

Z p=2

0

�J hswð Þ sin8d8

�
Z 1

0

xc qcð Þgs
HK hsw � qcð Þ � H 0

c

s

� �
dqc

�
Z 1

�1
xu quð Þgw

H 0
u � HKqu

w

� �
dqu ð43Þ

Since the reversible part of the elemental hysteresis loops is
modified by thermal activations, J(H) is no longer given by
the S-W theory. Since J(H) has the same effect as a
multiplicative factor, I will discard the angular dependence
integral in (43), assuming hsw � 0.5. If k(HK, V) is a broad
distribution, gs can be considered equivalent to a Dirac
d function, and (43) simplifies to

P / 1

w

Z Z
HK ;V

k HK;Vð Þxc 1=2� Hc=HKð ÞdHKdV

�
Z 1

�1
xu quð Þgw

H 0
u � HKqu

w

� �
dqu ð44Þ

The noninteracting case is given by

P / 1

w

Z Z
HK ;V

k HK;Vð Þxc 1=2� Hc=HKð Þxu Hu=HKð ÞdHKdV

ð45Þ

which has a finite width along Hu. The half width of
P(Hc

peak, Hu) is controlled by xu, and it is roughly given by
4Hc

peak[2pE0ln(f0t)]
�1/2. The noninteracting case is of

particular interest when FORCs of low-ms minerals are
measured. For example, ms of hematite and goethite is
�2.5 kA/m. Assuming a maximum random packing fraction
of 0.7 and using (17) the maximum possible half width of the
IFD is 0.13ms, which corresponds to barely 0.4 mT for pure

Figure 13. (a) The PDF of the thermal fluctuation field Hq

for various amplitudes of the normalized energy barrier E0

that span form typical values for stable SD grains (E0 =
1000), to SD grains at the SD/superparamagnetic threshold
(E0 = 25). (b) The PDF of hc (solid line), and the
approximation given by equation (42) (dashed line).
(c) The PDF of hu (solid line), and the approximation
given by equation (42) (dashed line).
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hematite or goethite samples. The FORC function of such
minerals is therefore not expected to show any visible vertical
spreading for Hc > 0, except for smoothing effects related to
data processing. FORC diagrams of these minerals, however,
do have a distribution along Hu that cannot be explained by
dipole interactions, nor by processing artifacts. For example,
the FORC diagram of synthetic hematite of Pike et al. [2001]
is characterized by a vertical half width of �10 mT. This
feature can be well explained using (45).
[44] Examples of FORC functions calculated for thermally

activated, noninteracting particles are shown in Figure 14.
The distributions xc and xu are weak functions of t, which in
turn depends in a complex manner on Ha and Hb. Because of
the weak dependence of xc and xu on t, a rough model for the
timing of FORC measurements is sufficient. Each step
requires a constant measurement time tm. If the field H is
ramped at a constant rate, the effective duration of H can be
assumed to be rjHj, where r is a constant that depends on the
ramp rate. Since Hu is small compared to Hc in the models
shown in Figure 14, the total time during which the field is
applied is given by t � tm + rHc. Distributions of micro-
coercivities and volumes can be modeled using logarithmic
Gaussian functions with appropriate parameters, however,
the joint distribution k(HK, V) requires some knowledge
about the correlation between HK and V. The simplest model,
k(HK, V) = k(HK)v(V), assumes that HK and V are indepen-
dent. Experimental reconstructions of k(HK, V) on samples

containing superparamagnetic particles show a very weak
inverse correlation such that HK / V�1/3 [Jackson et al.,
2006]. Therefore I will use the simple model k(HK, V) =
k(HK)v(V) in equation (45).
[45] The synthetic examples of Figure 14 show that the

peak of the FORC functions moves toward Hc = 0 when the
energy barrier is progressively decreased, whereby initially
closed contour lines start to intersect the Hu axis. At this
point some particles are effectively superparamagnetic and
exit the FORC space. The corresponding FORC function is
similar to the FORC diagram of synthetic hematite mea-
sured by Pike et al. [2001].

6. Using FORC Distributions to Estimate the IFD

[46] In section 4, a clear relationship between Hu profiles
of the FORC function and the IFD was established for the
case of small interactions. The upper half of the FORC
diagram is almost not affected by the reversible component
of the elemental hysteresis loops, and this is the part of the
diagram that is more closely related to dipole interactions.
Is then a quantitative interpretation of the FORC diagram
possible? In principle, Hu > 0 profiles are functions of the
form given in equation (17), which can be used to fit the
measured data. However, this approach is complicated by
the fact that the profiles may depend strongly on Hc

(Figure 12).

Figure 14. Two examples of FORC functions of noninteracting, thermally activated SD grains with a
joint microcoercivity and volume distribution k(HK, V) = k(HK)v(V), where k(HK) is a logarithmic
Gaussian distribution with median (HK)1/2 and dispersion parameter equal to 0.4. (a) Volume distribution
is a logarithmic Gaussian function with dispersion parameter equal to 0.5 and the median chosen so, that
E0 = 1000 when HK = (HK)1/2. The parameters are typical of stable SD grains. Notice that the Hu scale
has been exaggerated by a factor 20. (b) Volume distribution is a logarithmic Gaussian function with
dispersion parameter equal to 0.5 and the median chosen so, that E0 = 100 when HK = (HK)1/2. The Hc

and Hu axes are on scale.
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[47] Another complication concerns specifically the in-
terpretation of FORCs measured on natural samples, be-
cause these samples are not necessarily homogeneous, since
they may contain different magnetic components. This
means that not every particle is interacting with every other
in the statistical sense given by full randomness. Further-
more, it is reasonable to assume that magnetic components
with different origins are associated to grains that are
located in different regions of the sample. For example,
authigenic minerals in a sediment might be concentrated in
‘‘spots’’ that were rich in organic matter. It is therefore
possible that strong interactions exist within the grains of
one component, but not between the grains of different
components. In such cases, the Hc dependence of Hu

profiles can differ strongly from that of a homogeneous
sample. If particle groups having different coercivities are
geometrically ‘‘isolated’’, Hu and Hc become uncorrelated,
and the FORC function apparently coincides with the basic
Preisach model described in section 4.1. FORC functions of
natural samples are probably intermediate between (a) the
strong Hu � Hc correlation of Figure 12, which represents
the case of one homogeneously dispersed component,
and (b) a ‘‘Preisach-like’’ case created by a number of well-
separated particle clusters with different coercivities. An
example of such situation is provided by the lake sediment
of Figure 15, which was described by Egli [2004]. The
sample is a small organic rest containing a high concentra-
tion of magnetosomes. As show by the normalized FORC
function,Hu profiles tend to narrow toward higherHc values,
however, the Hc dependence of these profiles is very weak in
comparison to Figure 12. This result can be eventually
explained by magnetosomes and magnetosome chains con-
centrated in ‘‘spots’’ that provided the appropriated living
conditions for the bacteria on a microscopic scale.
[48] Synthetic samples should provide a closer analogy to

the model of section 4, as demonstrated by the case of highly
dispersed SD particles shown by Pike et al. [1999]. Is this
analogy also valid at higher particle concentrations? To
investigate this possibility, I used equations (30)–(32) to
model the FORC diagram of acicular SD maghemite mea-

sured at room temperature by Carvallo et al. [2004]. The
particles are randomly oriented and they are not expected to
reverse by coherent rotation. Therefore both the S-Wand the
rectangular loop model discussed in section 4 are not appro-
priate. However, the FORC function has a negative region, as
predicted by Newell [2005]: therefore I chose the S-Wmodel
as the closest analogon to the maghemite particles. As
discussed in section 4, the reversible component of the
elemental loops has only a minor influence on the central
peak of the FORC function. Equations (30)–(32) must be
solved iteratively, using some arbitrary starting parameters.
The saturation magnetization of the particles is 322 kA/m
[Carvallo et al., 2004]. I assumed a microcoercivity distri-
bution k(HK) = M0

IRM (0.5HK), where M
0
IRM is the derivative

of the IRM acquisition curve reported by Carvallo et al.
[2004]. Initial values of w and s were calculated for the
noninteracting case. The Hu profile through the peak was
fitted using equation (17) to obtain the initial estimate p =
0.077 of the packing fraction. The dependence of the IFD on
the magnetization was not considered in this model, since the
IFD is not very sensitive to the alignment of the particles
if p < 0.1. Each iteration gives new estimates of w, s. A new
estimate of p was obtained using pi+1 = pi/a, where a is the
factor needed to obtain the closest match between the
measurement rm(Hc

peak, Hu) and the scaled model r(Hc
peak,

aHu). After three iterations, the model converged to a stable
solution with p = 0.10 that closely matched the measurement
(Figure 16). The overall shape of the FORC profile, as well as
the slight asymmetry between the Hu > 0 and Hu < 0 regions,
are correctly reproduced. Since the computation of (31)–(33)
is extremely slow, it was not possible to extend the calcu-
lations to the entire FORC space. This fit demonstrates that a
quantitative interpretation of the FORC diagram is possible,
however, the abovementioned approach is unpractical for
routine applications.

7. Conclusions

[49] A strictly quantitative theory of dipolar interactions
and their appearance in FORCs of thermally activated SD

Figure 15. (a) FORC diagram of an organic rest found in a sediment from lake Baikal (Russia).
(b) FORC function has been normalized according to equation (37). The contours show the same trend
(marked by the thick black line) as in Figure 12d; however, the dependence of the normalized FORC
function on Hc is much less pronounced.
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particles has been developed. Although the general equa-
tions developed can be evaluated analytically only in the
limit case of weak interactions, the special cases discussed
in this paper provide a deeper understanding of FORC
diagrams. I summarize the main conclusions in following
points:
[50] 1. The IFD is effectively independent of the magne-

tization state for packing fractions p < 0.1. Above this limit,
the IFD of particles with aligned moments diverges from
that of other configurations. The IFD of partially aligned
dipoles is obtained by considering the weighted superposi-
tion of the IFDs produced by random and aligned dipoles. It
was shown that the IFD produced by any magnetization
configuration corresponds either to the case of random
dipoles, or to that of partially aligned dipoles.
[51] 2. The complexity of FORC models is greatly

reduced if the three-dimensional IF is replaced by a scalar
IF. The scalar IF is equal to the IF component along the
measurement direction, multiplied by a factor z that
depends on the reversing mode of the particles. The three
special cases of particles with squared hysteresis loops, S-W
particles, and particles that reverse by curling are charac-
terized by z = 1, z = 1.354 and z � 1.58, respectively.
[52] 3. The IF is not constant during a FORC measure-

ment, whereby the fundamental assumptions of the basic
Preisach model is violated. The IF is correctly modeled as
sum of three contributions. The first contribution is the field
produced by the component w of the magnetic moments that
did not change when the sample was cycled from Ha to Hb.
The second contribution is the IF produced by the compo-
nent s of the magnetic moments that switched upon cycling
from Ha to Hb. The third contribution is a virtual IF that
arises from thermal activations. The first two contributions
are controlled by the same realization of the statistical

variates Hw and Hs, whereas the third contribution is
represented by two independent realizations of a statistical
variate Hq in Ha and Hb.
[53] 4. A general estimate of the FORC function is

provided by the iterative evaluation of equations (30)–(32)
and (38)–(39), starting from arbitrary initial conditions,
such as those described in section 6. The equations
involve four-dimensional integrals of numerical solutions
for the equilibrium position of a magnetic moment in an
applied field. Their evaluation is therefore very time
consuming.
[54] 5. A simple approximated solution can be obtained

for weak interactions. In this case, the FORC function is the
sum of two contributions, P and Q. P is a symmetric
function about the Hc axis, and represents the intrinsic
contribution of dipolar interactions. This contribution pro-
duces tear-drop-shaped contour lines in the FORC space,
which clearly indicate that P is not a Preisach function. Q
represents the contribution of the reversible component. In
the noninteracting case, Q corresponds to the continuous
component of the FORC function calculated by Newell
[2005]. This component depends on the switching mode
of the particles and is influenced by thermal activations. It
contributes mainly to the lower half of the FORC space,
defined by Hu < 0, and is negligible if Hu > 0. The total
contributions of P and Q to the FORC function are obtained
by integration over the FORC space. The total relative
contribution of P is 1 in the case of squared elemental
hysteresis loops, and 0.542 for S-W particles.
[55] 6. A physical interpretation of the FORC function

r(Hc, Hu) of weakly interacting, nonthermally activated
particles is best provided by the positive half of Hu profiles
r (Hc ! 0, Hu > 0), and by the marginal distribution rc(Hc)
defined in equation (36). The marginal distribution coin-
cides with the effective coercivity distribution of the par-
ticles, and r(Hc ! 0, Hu) coincides with the scaled IF
distribution W(H, p, zms). Since secondary features related
to thermal activation effects and data processing may appear
along the Hu axis, profiles taken left from the peak of the
FORC function provide a good estimate of the IDF.
[56] 7. The FORC function of noninteracting, thermally

activated particles has a finite vertical spreading that
should not be confused with the effect of dipolar inter-
actions. It is observed in FORCs of weakly magnetic
minerals, such as hematite and goethite, where dipolar
interactions are negligible.
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