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S U M M A R Y
Most rocks contain both ferromagnetic and paramagnetic minerals that contribute to their bulk
magnetic susceptibility and the anisotropy of magnetic susceptibility. Anisotropy of magnetic
susceptibility techniques typically measure the net susceptibility and are not able to separate
paramagnetic and ferromagnetic contributions. Since different minerals may form at various
times and/or under different conditions, examination of their individual contributions provides
unique information related to the rock’s formation and evolution. By subjecting a sample to
high magnetic fields, the ferromagnetic minerals become saturated and the contribution of the
paramagnetic minerals can be evaluated (the slope of the line at high field values, on a field
vs magnetization plot). Using this approach, we developed a new technique that separates the
ferromagnetic and paramagnetic components of standard 1 inch cylindrical samples using a
Vibrating Sample Magnetometer. This separation is tested by artificially combining separate
samples with known paramagnetic-only and ferromagnetic-only behaviour. By comparing the
high-field results of a combined paramagnetic and ferromagnetic signal to the classic low
field alternating current susceptibility of the paramagnetic-only signal, we demonstrate that
the high field anisotropy is the result solely of the paramagnetic fabric even when the low
field anisotropy of magnetic susceptibility is dominated by the ferromagnetic minerals. A
ferromagnetic-only fabric is calculated for the combined paramagnetic and ferromagnetic
rock, by tensor subtraction of the high field (paramagnetic-only) and low field (paramagnetic
plus ferromagnetic) measurements on the same sample. Application of this technique to natural
samples of combined paramagnetic and ferromagnetic behaviour is discussed.
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I N T RO D U C T I O N

Pioneering work using magnetic methods to characterize the pre-
ferred orientation of minerals within rock samples occurred dur-
ing the 1940’s and 1950’s (Ising 1943; Graham 1954), but only
over the past 20 yr has the anisotropy of magnetic susceptibility
(AMS) gained widespread use to examine the fabric of sedimen-
tary, igneous and metamorphic rocks (reviews by Jackson & Tauxe
1991; Rochette et al. 1992; Tarling & Hrouda 1993; Borradaile
& Henry 1997). AMS is typically measured in a low field (<0.5 mT),
with an alternating current, magnetic induction bridge (Jelı́nek
1973; Collinson 1983; Tarling & Hrouda 1993). The AMS is a
result of a combination of shape orientation, distribution anisotropy
and crystallographic orientation (e.g. Borradaile & Henry
1997).

Minerals have magnetic susceptibilities that are diamagnetic
(magnetization decreases linearly with increasing field), paramag-
netic (magnetization increases linearly with increasing field), or fer-

romagnetic (sensu lato; magnetization increases nonlinearly with
increasing field) (e.g. Dunlop & Özdemir 1997). Paramagnetic and
ferromagnetic susceptibilities are typically much greater than dia-
magnetic susceptibility and are thus the focus of this study. AMS
represents a summation of the anisotropic susceptibilities of all the
mineral grains within a sample. Thus, AMS depends not only on
the degree of alignment of these particles, but also on their intrinsic
anisotropies and susceptibility magnitude. When multiple phases
make significant contributions to a rock’s total susceptibility, the
AMS is strongly dependent on the relative abundance of the differ-
ent minerals.

As a result of these difficulties, the interpretation of magnetic
fabrics is generally limited to rocks in which the magnetic suscepti-
bility is dominated by a single mineral. The interpretation of samples
with contributions from multiple phases often requires the implicit
assumption that different minerals have similarly oriented AMS el-
lipsoids. Alternatively, one can devise a method for separation of
the magnetic components.
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There are generally four methods recognized for the separation
of paramagnetic and ferromagnetic minerals: (1) A mathematical
method based on site analysis (Henry & Daly 1983; Henry 1985);
(2) Measurement of the anisotropy of remanence (McCabe et al.
1985; Jackson 1991; Hrouda 2002); (3) Utilizing the temperature
dependence of susceptibility (Richter & van der Pluijm 1994); and
(4) Utilizing the field dependence of susceptibility (Owens & Bam-
ford 1976; Rochette & Fillion 1988; Hrouda & Jelı́nek 1990;
Bergmüller & Heller 1996; Martı́n-Hernández & Hirt 2001).
Method 1 is based on a statistical analysis of multiple cores, and
assumes that the variation in susceptibility is a function solely of fer-
romagnetic mineral content. Method 2 only measures contributions
of the ferromagnetic minerals and consequently is strongly affected
by variations in mineral grain size, domain state, applied field and
oxidation state of these minerals. It is difficult to directly compare
remanence and the susceptibility anisotropy ratio because they are
often different for measurements on the same sample (Jackson 1991;
Collombat et al. 1993). In addition, ferromagnetic minerals gener-
ally form less than 1 volume percent of the rock, and are often more
strongly affected by diagenesis, retrogression, and oxidation than
paramagnetic minerals and therefore are more likely to be the result
of secondary processes. Method 3 requires assumptions about the
temperature dependence of magnetic susceptibility. Although para-
magnetic materials follow the Curie–Weiss Law, the temperature
dependence of ferromagnetic minerals is not as predictable (e.g.
Moskowitz et al. 1997). Ferromagnetic minerals have been mod-
elled both as temperature independent (Hrouda 1994; Richter &
van der Pluijm 1994) and varying linearly with temperature (Hrouda
et al. 1997), but in many cases neither of these is applicable. Also,
it should be noted that for method 3, antiferromagnetic, weak para-
magnetic and diamagnetic materials do not follow the Curie–Weiss
Law and thus are often grouped with the ferromagnetic component
(Rochette 1994).

Method 4 is based on the field dependence of susceptibility and
relies on the different response of ferromagnetic and paramagnetic
minerals to large applied fields, i.e. >300 mT (Fig. 1). With an in-
crease in applied field (H), the magnetization (M) for paramagnetic
and diamagnetic minerals increases and decreases, respectively, in
a linear manner (Fig. 1a). In contrast, ferromagnetic minerals tend
to saturate (Ms) at some applied field (Hs), such that there is no
longer an increase in magnetization with increasing applied field
(Fig. 1b). Consequently, for rocks that have both ferromagnetic and
paramagnetic minerals, changes in magnetization at fields greater
than ferromagnetic saturation, (Hs), are due primarily to the param-
agnetic susceptibility (κ in Fig. 1c). The high-field AMS (HFAMS)
ellipsoid is determined by measuring the high field slope in a num-

Figure 1. Schematic hysteresis loops for different types of magnetic material where H is the applied magnetic field, Hs the saturating field, M the sample mag-
netization, Ms the saturation magnetization and k the paramagnetic susceptibility: (a) diamagnetic and paramagnetic material; (b) low coercivity ferromagnetic
material; (c) combined paramagnetic and ferromagnetic material.

ber of directions (6–24) and then calculating the magnitude and
direction of the principal axes of the HFAMS ellipsoid, similar to
calculation of the low-field AMS (LFAMS) ellipsoid (Jelı́nek 1973;
Collinson 1983; Tarling & Hrouda 1993). Note that in the maximum
fields present in this study (∼500 mT) antiferromagnetic minerals
and high coercivity ferrimagnetic minerals are unlikely to saturate
and thus the high field susceptibility would contain a contribution
from these minerals along with a small contribution (∼10−5 SI) from
any diamagnetic minerals present. It is important to characterize the
magnetic mineralogy of a sample so that contributions to high field
susceptibility from sources other than paramagnetic minerals are
recognized.

Measurements of high field anisotropy have been made us-
ing a torque magnetometer (Banerjee & Stacey 1967; Kadzialko-
Hofmokl 1986; Parma 1988; Hrouda & Jelı́nek 1990; Folami &
Hailwood 1991; Aubourg et al. 1995; Bergmüller & Heller 1996;
Martı́n-Hernández & Hirt 2001) or a high field, rotating sample,
cryogenic magnetometer Rochette & Fillion (1988); Aubourg et al.
(1995). Although these techniques have great potential to separate
paramagnetic and ferromagnetic fabrics, torque magnetometers and
high-field cryogenic magnetometers are not available in most mag-
netic laboratories and HFAMS is not routinely applied. These meth-
ods, however, are not as sensitive to geometric effects and field
inhomogeneity as the HFAMS technique described in this paper.

We have developed a new experimental set-up using a vibrating
sample magnetometer, Princeton Measurements Corp. model 3900,
to separate the high field paramagnetic component of AMS from
the ferromagnetic component of both natural and natural/synthetic
samples. We first apply the technique to samples dominated by para-
magnetic susceptibility, and compare the high field, direct current
AMS to the more commonly measured low field, alternating current
AMS. The technique is also applied to samples with a known param-
agnetic fabric plus a known ferromagnetic fabric, and we show that
it successfully separates the component fabrics. The application of
the technique is limited to samples with easily saturated ferromag-
netic minerals, e.g. magnetite, because the peak applied field with
this VSM is limited to 0.5–1.0 T depending on pole piece separation
(100 mm–25 mm respectively) and, thus, on sample size.

C H A R A C T E R I Z AT I O N O F T H E
T H O M S O N F O R M AT I O N

For our samples, we chose the Thomson Formation of northern
Minnesota. We chose this rock type because previous work (Johns
et al. 1992; Sun et al. 1995) had shown that parts of the Thomson
Formation contained primarily a paramagnetic signal. We used this
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absence of a significant ferromagnetic signal to test whether the high
field method was able to separate the natural paramagnetic signal
and an added ferromagnetic component of known magnitude and
intensity. Below we describe the pertinent magnetic characteristics
of the Thomson Formation, in order to constrain our high-field ex-
periments.

The Thomson Formation is a middle Proterozoic sequence of
metagreywackes and slates deposited as part of the Animikie Group
in a foreland basin of the Penokean Orogeny (Southwick et al.
1988; Holst 1984). The slates and metagreywackes in the study area
were deposited as turbidites. The coarser-grained greywacke layers
contain detrital quartz and feldspar grains, with accessory meta-
morphic phyllosilicates. The finer-grained slates are composed pri-
marily of phyllosilicates, including both detrital and metamorphic
grains (Morey 1983b). The study area was deformed and metamor-
phosed during the Penokean Orogeny, approximately 1.9–1.83 Ga
(Van Schmus 1976, 1980; Sims et al. 1989).

Previous magnetic studies on the Thomson Formation (Johns
et al. 1992; Sun et al. 1995) found AMS fabrics were dominantly
oblate, with a strong foliation and weak lineation. A subset of the
specimens studied by Sun et al. (1995) were used for our study. Sun
et al. (1995) also calculated March strains for chlorite in selected
specimens, using X-ray texture goniometer data. Their results show
a close match between the principal axis orientations of AMS and
March strain, where the fabric is oblate and the minimum direction
is perpendicular to the foliation, which is consistent with an AMS
dominated by the paramagnetic chlorites.

Hysteresis loops measured on Thomson Formation samples at
room temperature are essentially straight lines through the origin
with positive slopes, indicating that paramagnetic minerals dom-
inate the magnetic signature (Fig. 2). The magnetic susceptibility
contributions of paramagnetic versus ferromagnetic minerals for the
Thomson Formation samples were evaluated via measurements of
magnetic properties as a function of temperature (20–300 K) and
applied field (0–2.5 T) with a Quantum Designs MPMS2 (Fig. 3).
For temperatures above 50◦ K, the susceptibility is almost entirely
the result of paramagnetic minerals.

X-ray diffraction measurements suggest that the most common
silicates are the chlorite-group minerals clinoclore and chamosite
(Sun et al. 1995). These minerals are structurally similar trioctahe-
dral chlorites, clinoclore is the Mg-rich species and chamosite is the
Fe-rich species (Deer et al. 1966; Bailey 1988). Borradaile et al.
(1987) found that for four types of chlorite (diabantite-ripidolite,
leuchtenbergite, thuringite, and an unnamed variety), the mean

Figure 2. Room temperature hysteresis loops for three representative
Thomson Formation samples.

Figure 3. Measurements of susceptibility as a function of temperature for
low field (.0003 T), alternating current and high field (1–2.5 T) direct current
on a 256 mg sample from core D of the Thomson Formation The approximate
1/X temperature dependence of susceptibility is consistent with paramag-
netic minerals dominating the room temperature susceptibility. The high field
susceptibility is plotted for three field intervals, 1.0–1.5, 1.5–2.0, 2.0–2.5 T,
at each temperature, but above 50 K there is no measurable variation in sus-
ceptibility with field. The multiple values of high field susceptibility below
50 K is due to nonlinearity between 1.0 and 2.5 T, resulting from incomplete
ferromagnetic saturation and/or paramagnetic approach to saturation.

susceptibilities ranged from 0.7 × 10−4 to 15.5 × 10−4 SI, and
anisotropies (Kmax/Kmin) ranged from 1.15 to 1.75. For other chlo-
rites, such data have not been published, but some of the properties
can be estimated from their chemical composition (e.g. Collinson
1983). For clinochlore and chamosite, Hrouda (1987) has estimated
respective susceptibilities of 5 × 10−4 and 28 × 10−4 SI. These val-
ues are consistent with the observed mean susceptibilities for our
samples (Table 1).

E X P E R I M E N TA L D E S I G N
F O R H I G H F I E L D A M S

Equipment

High field AMS measurements were made with a Princeton Mea-
surements Vibrating Sample Magnetometer (VSM) at the Institute
for Rock Magnetism at the University of Minnesota. The electro-
magnet of this VSM is capable of producing applied fields up to 2.2 T
depending on applied current and the separation distance between
the pole pieces. The maximum applied field decreases as the magnet
pole separation increases. The Thomson Formation samples were
standard 25 mm diameter by 22 mm high cores. Thus, the minimum
possible pole spacing is approximately 40 mm to allow the corners
of the sample to fit through the poles during a rotation, when the
long axis of the core was oriented horizontally. In order to minimize
sample shape effects (see below), we used a pole piece spacing of
97 mm for all HFAMS measurements in this study. The maximum
applied field in this configuration is approximately 500 mT.

Samples are centred in a nylon cubic sample holder with a
25.4 mm hole drilled in the centre. The sample holder is attached to
a Macor rod suspended from the vibrating sample head. The bottom
of the sample holder has a nylon rod that extends down into a teflon-
lined nylon tube (Fig. 4). The purpose of the rod on the bottom of the
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Table 1. Magnetic susceptibility of individual Thomson Formation only samples measured at low field with a Kappa bridge and at high field by calculating
the slope of the highest 8 per cent of the applied field vs. magnetization loops on the VSM.

Low field susceptibility (Kappa Bridge) High field susceptibility (VSM)

Sample Kmin Kint Kmax Kmin Kmax Kmin Kint Kmax Kmin Kmax

number SI (10−6) SI (10−6) SI (10−6) Dec. Inc. Dec. Inc. SI (10−6) SI (10−6) SI (10−6) Dec. Inc. Dec. Inc.

C1 486 581 587 197 1 289 65 447 554 563 200 3 296 61
D1 479 570 574 173 18 265 6 448 556 577 173 15 284 54
11.1a 478 575 583 219 86 359 3 454 554 567 27 88 164 2
11.2 479 577 582 224 86 1 3 461 554 566 290 86 190 0
11.4b 461 557 565 214 86 352 3 430 539 549 264 86 110 3
11.6 462 559 565 202 86 352 3 431 540 544 14 85 176 5
11.7 463 560 567 205 85 2 4 438 541 548 315 86 185 3
13.1b 255 282 295 309 71 183 11 232 268 284 221 79 20 11
13.2a 256 283 295 292 73 181 6 233 257 274 237 74 18 13
13.3a 265 293 308 295 71 175 10 252 281 300 231 68 0 14
13.3b 256 283 297 296 70 175 10 232 260 278 242 78 6 6
13.5b 266 292 309 307 68 175 15 251 263 298 266 66 3 3
Magnetite disc 1∗ 733 1381 1422 261 86 9 1
Magnetite disc 2∗ 451 602 823 243 43 46 46
MnO2 standard 697.5 698.2 699.2 270 77 90 13

Magnetic susceptibilities along the principal directions are Kmin—minimum, Kint—intermediate, Kmax—maximum, Dec.—Declination and Inc.—Inclination.
∗The magnetic susceptibility was normalized by a sample volume of 10 cm3.

Figure 4. Diagram of VSM set up to measure high field AMS.

sample holder is to ensure that the sample remains precisely centred
when the sample rotates into different orientations. If the sample
does not remain centred the result can be a variation of the signal
which appears similar to AMS, but is a result of slight changes in
the positioning of the sample.

Geometric effects

Instruments typically used for LFAMS measurements are fairly in-
sensitive to variations in sample positioning, whereas the VSM mea-
sures a signal that varies significantly with small displacements of
the sample, or changes in sample shape or size. Consequently, it
was essential to carefully consider geometric effects related to the
spatial variation in VSM sensitivity, i.e. the instrumental response
function. For an infinitesimal sample, the measured dipole moment
is accurate when the sample is precisely centred in the measure-
ment space. A displacement of the point magnetic dipole along the
applied field axis toward one of the pickup coil sets results in erro-
neously large measured values (Fig. 5). A displacement of the point
magnetic dipole perpendicular to this axis produces lower moment
determinations (Fig. 5). As any real sample of finite extent is an
assemblage of off-centred infinitesimal magnetic dipoles, the mea-
sured magnetic moment is the sum of the instrument responses to
each of these elementary eccentric dipoles. The measured moment
depends on both the sample magnetization and how the sample occu-
pies space in the magnetometer. Alternatively stated, the measured
magnetic moment is the convolution of the instrumental response
function with the spatial variation in magnetization of the sample

Anisotropy determination requires measurements in different ori-
entations (θ ). Directional variability in magnetic properties mea-
sured with a VSM can be produced by at least three effects:
anisotropy, heterogeneity within the sample, and sample shape. Iso-
lation of the anisotropy signal requires recognition of, and correction
for, shape and heterogeneity effects. A brief description of these two
effects is given below and a more detailed analysis is presented in
Appendix A.
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Figure 5. Calculated variation in signal strength with position for a point magnetic dipole of constant moment m0, where Z is vertical displacement, Y is
displacement horizontal and parallel to the coil axis and X is displacement horizontal and perpendicular to the coil axis. Displacements from the centre of the
measurement space are normalized by half the pole gap (d); the scale thus ranges from 0 (perfectly centred) to 1 (at the pole face) in the y direction. The pole
gap is 2.5 times the pickup coil diameter for these calculations.

Sample shape effects are due to portions of the sample (e.g. cor-
ners, edges etc.) moving toward and away from the VSM sensor
coils when the sample is rotated into different orientations. The
effect of sample shape was quantified by measuring a 25 mm cylin-
der filled with MnO2 powder. The MnO2 was glued in place with
low-viscosity super glue and endcaps were glued onto the cylin-
der. MnO2 was chosen for the standard because it is isotropic and
has a bulk paramagnetic magnetic susceptibility similar to that of
our natural samples (as determined by hysteresis loops). The MnO2

standard measured with the low-field KLY-2 Kappa bridge had an
AMS of less than 0.3 per cent. When rotated parallel to the core axis
in the VSM, shape effects are small and the standard had an apparent
anisotropy of approximately 1 per cent, even at a pole separation of
51 mm (Fig. 6). This suggests that the sample remains well centred
during rotation and that this small apparent anisotropy was likely
due to slight variations in sample position and effects from the cor-
ners of the sample holder. However, when the MnO2 standard was
rotated perpendicular to the core axis in the VSM, the standard had
a significant apparent anisotropy due to the shape effect, consistent
with the quantitative model in Appendix A. With a pole spacing of
51 mm, the apparent anisotropy had strong sin(2θ ) (length/diameter)
and sin(4θ ) (corner) components. The sin(2θ ) term, which could be
mistaken for an AMS, amounted to approximately 10 per cent appar-
ent anisotropy. Shape effects were much weaker at a pole separation
of 97 mm, with apparent anisotropy of <3 per cent (Fig. 6). For this
reason, we used the wider pole spacing in all HFAMS determina-
tions. The effect of sample shape was removed from our results via
a method described in Appendix B.

Heterogeneity affects HFAMS measurements through the vary-
ing VSM response resulting from concentrations of more highly
or weakly magnetic material in different parts of the sample. The
effects of sample heterogeneity can not be isolated from the suscep-

Figure 6. The induced magnetization vs. orientation (θ ) for the MnO2 stan-
dard rotated parallel to the core axis for a pole spacing of 51 mm and perpen-
dicular to the core axis or pole spacings of 51 and 97 mm (the pole spacing
used in this study). The approximately 1 per cent variation in magnetization
when rotated parallel to the core axis is likely due to slight variations in the
sample position and contributions from the sample holder. Due to sample
shape there is a variation in the observed magnetization of 16 per cent for a
51 mm pole spacing and 3 per cent for a 97 mm pole spacing. The reason
for the offset of the curves is that different peak applied fields were used
for the 51 and 97 mm pole spacing, i.e. a 700 mT and 300 mT applied field
respectively.

tibility anisotropy, and we anticipate that in coarse-grained igneous
rocks, or in strongly stratified materials, heterogeneity will proba-
bly represent the greatest source of error in high-field anisotropy
measurements using a VSM.
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High field AMS measurements

Hysteresis loops were measured in multiple orientations as the sam-
ple holder was rotated successively around its X, Y and Z axes;
where the core axis is Z in sample coordinates and X is defined as
north. The hysteresis loop configuration was: (1) 500 mT maximum
field; (2) 12.6 mT field increment between measurements; (3) 0.5 s
averaging time for each measurement; and (4) 45◦ rotation incre-
ment between loops. Since the sample was rotated around 3 axes at
45◦ intervals, 24 hysteresis loops were measured on each sample.
Consequently, each orientation was measured at least twice (i.e. in
the positive and negative direction), and there were four independent
measurements taken along each axis. Individual hysteresis loops re-
quired about two minutes and the complete suite of measurements
for an individual sample took 50–60 min.

The software for analysing this data is outlined in Appendix B.
The first programme calculated the high field slope of the line, us-
ing the highest field values, 400–500 mT for this study. The second
programme accounted for the geometric effects, normalized sus-
ceptibilities between the different rotations using the common posi-
tions, and produced a series of 12 independent values of high field
magnetic susceptibility. The eigen quantities from these data were
calculated using the same software that processes the LFAMS data.
A discussion of the HFAMS calculation and an associated errors
analysis are contained in Appendix C.

Sample preparation

Initially LFAMS was measured on 14 Thomson Formation cores
with the KLY-2 Kappa Bridge. Six of the samples were cut through
the centre, perpendicular to the core axis with a rock saw prior to
AMS measurements. A ∼2 mm thick nylon spacer was inserted into
these samples to maintain their length–height ratios during AMS
measurements (Fig. 7). High-field measurements were then made
on all 14 samples.

Figure 7. Diagram of cut Thomson Formation And nylon core samples
that were then measured with either a nylon spacer or a magnetite washer
inserted.

Figure 8. Low field AMS stereonet for magnetite discs 1 and 2 placed in
the center of a split nylon cylinder.

To produce a ferromagnetic sample, we used magnetite grains
from Wards Scientific Inc. (Wards sample number 46E4845 from
Ishpeming, MI). This magnetite has a Curie temperature of 580◦

and is a very pure magnetite based on MÖssbauer analysis (Peter
Solheid, personal communication, 2000). These magnetite grains
were glued in a 5 mm hole in the centre of a ∼2 mm thick by 25 mm
diameter nylon washer, which was then placed in the centre of a split
25 mm diameter diamagnetic nylon core (Fig. 7). Consequently, the
entire sample was the same size as the Thomson Formation samples,
but the magnetic signal was dominated by the magnetite grains at
its centre. The LFAMS of this sample was measured on the KLY-2
Kappa Bridge to determine the susceptibility and fabric of the mag-
netite disc. Two different magnetite discs were created with different
AMS principal axis orientations (Fig. 8). The two magnetite discs
had bulk susceptibilities similar to those of the Thomson Formation
samples (Table 1). Hysteresis loops on the two magnetite discs show
that they reached saturation by 300 mT (Fig. 9). Thus, the high field
slopes (∼400 to 500 mT) used to calculate the HFAMS are the result
of the paramagnetic minerals only.

The combination of ferromagnetic and paramagnetic behaviour
was achieved by inserting the magnetite-containing nylon discs
within the cut samples of the Thomson Formation The AMS of the
Thomson Formation samples was measured at both low and high
field with and without the magnetite discs. LFAMS measurements
run before and after HFAMS were indistinguishable from each other
for all Thomson Formation samples. HFAMS was measured on the
samples by the method described above.
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Figure 9. Hysteresis loops for magnetite disc 1 and magnetite disc 2.

R E S U LT S

Retrieving the paramagnetic signal

The first goal was to ascertain that the high field measurements ac-
curately measured the paramagnetic anisotropy of the sample. The
room temperature susceptibility of the Thomson Formation samples
is dominated by paramagnetic minerals (clinoclore and chamosite).
Consequently, the same minerals should dominate at both high and
low fields. Thus, it was only necessary to compare the low field and
high field measurements from the Thomson Formation, without the
magnetite disc, to evaluate the accuracy of the HFAMS measure-
ments and determine if the software was working properly. Fig. 10
shows a comparison of the low field and high field AMS where the
Kmin of the LFAMS is rotated to vertical and Kmax is rotated to
horizontal and north. The HFAMS for individual samples is rotated
along with the LFAMS for comparison of the high field and low field
principal directions. In general, there is good agreement between the
principal directions at both high and low field (Fig. 10). The core
shape is similar for all samples. Therefore, variations in the direc-
tions of Kint and Kmax for samples C1, D1 and site 11 (Fig. 10a)
are likely due to the samples being poorly lineated (<2 per cent).
All three principal directions group well for site 13 (Fig. 10b) for
which the AMS ellipsoid is distinctly triaxial, but there is a small
offset between the low field and high field AMS. This effect is at-
tributed to a natural, ferromagnetic contribution to the LFAMS that
is small, but has a consistent orientation that is different from the
HFAMS. For site 13, ferromagnetic minerals may account for as
much as 8 per cent of the total susceptibility.

The above procedure allows us to evaluate the error in our current
technique. The low field and high field AMS ellipsoids are generally
oblate with F = Kint/Kmin = 1.1–1.2 and L = Kmax/Kint <1.05
and have similar ratios for individual samples (Fig. 11). The Kmax
and Kint are within 5 per cent and the LFAMS and HFAMS have
similar orientations for site 13 (Fig. 10b) while they are within 2 per
cent for samples C1, D1 and site 11 but they show more variation
between low and high field analysis (Fig. 10a). This suggests that the
resolution of this HFAMS technique is <5 per cent, and probably
closer to 2 per cent.

The next goal was to retrieve the paramagnetic signal in the pres-
ence of a dominant ferromagnetic signal. For the composite Thom-
son Formation samples with magnetite discs, the orientations of
the principal low field susceptibility axes are similar to those of
the magnetite-only samples (compare Figs 8 and 12). Fig. 8 shows
that the low field anisotropy of the composite samples is domi-
nated by the magnetite even though the mean susceptibility of the

Figure 10. Comparison of high field and low field AMS for all Thomson
Formation samples from (a) sites 11 and C–D; (b) site 13.
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Figure 11. Flinn type plot of high field and low field AMS data for the split
Thomson Formation cores showing that the HFAMS fabric of Thomson
Formation plus magnetite washer (open symbols) is similar to the LFAMS
for the Thomson Formation with nylon disc (closed symbols)and both are
very different from the LFAMS for these samples with the magnetite washer
(+, ∗ and ×).

paramagnetic Thomson Formation and the magnetite disc are sim-
ilar. However, the HFAMS directions for the composite samples
are similar to those of the unmodified Thomson Formation sam-
ples (Fig. 12). This observation demonstrates that the HFAMS is
dominated by the paramagnetic minerals and that there is little con-
tribution from the magnetite disc. We interpret this result to imply
that the peak fields used were sufficient to saturate the ferromagnetic
contribution of the magnetite disc.

The LFAMS with the nylon spacer and the HFAMS with the
magnetite disc have similar principal directions for each sample
(Fig. 13). This result shows that the HFAMS successfully isolates
the paramagnetic component of AMS. The difference between low
and high field Kint and Kmax in Fig. 13(b) is a result of the highly

Figure 12. Principal AMS axes plotted for the Thomson Formation plus magnetite at both low field and high field, and Thomson Fm plus spacer at high field
for: (a) sample 11.2 and (b) sample 13.3b.

oblate AMS in this sample. The difference between high and low
field directions in Figs 13(e) and (f) is likely due to a small natural
ferrimagnetic contribution to the LFAMS of site 13 samples, as in
Fig. 10(b). The magnitudes of the foliation and lineation are also
similar for these measurements (Fig. 11). This is consistent with
the original sample’s LFAMS being dominated by paramagnetic
minerals. Both the low and high field results are reproducible as can
be seen from the data for samples 13.3b and C1, Figs 12(b) and
13(a) respectively. Thus, the HFAMS has successfully removed the
ferromagnetic contribution of the magnetite disc.

Calculation of the ferromagnetic signal

Our method also allows calculation of the ferromagnetic AMS sig-
nal. The low field susceptibility for the Thomson Formation with
a magnetite disc is the result of the ferromagnetic plus paramag-
netic contributions. The high field measurement on the same sample
measures only the paramagnetic signal. Consequently, the ferromag-
netic AMS can be calculated via subtraction of the HFAMS from
the LFAMS. As both the high field and low field AMS are second
order tensors (e.g. Tarling & Hrouda 1993), the operation involves
tensor subtraction (Appendix B). Since the ferromagnetic AMS is
due to the magnetite disc, this data is directly comparable with the
magnetite disc measured within the nylon core.

These calculations were completed for the six split samples of
the Thomson Formation measured while they contained a magnetite
disc. Fig. 14 shows a very good correlation between the ferromag-
netic AMS calculated by the subtraction of the high field from the
low field AMS and the AMS of the magnetite disc measured at
low field while centred in the nylon core. Thus, the ferromagnetic
susceptibility also is accurately determined with this method.

D I S C U S S I O N

Potential application of technique

We have shown that these high field anisotropy measurements sep-
arate the ferromagnetic and paramagnetic AMS components, using
standard palaeomagnetic cores. Our experimental approach used
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Figure 13. Stereonets of principal AMS directions for split Thomson Formation Cores with nylon spacer at low field and magnetite disc at high field for
samples: (a) C1, (b) D1, (c) 11.1a, (d) 11.2, (e) 13.3a, (f) 13.3b. The low susceptibility is the natural primarily paramagnetic, AMS. The HFAMS is also primarily
due to the paramagnetic minerals since the susceptibility is measured at fields greater than necessary to saturate the magnetite component.

Figure 14. Ferromagnetic AMS from the magnetite discs measured in the nylon cylinder compared to the ferromagnetic AMS determined by the subtraction
of the HFAMS from the LFAMS for (a) magnetite disc 1; (b) magnetite disc 2.
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cores from the Thomson Formation, which are dominantly param-
agnetic, combined with magnetite grains of a known AMS signal.
The advantage of this approach is that we knew, a priori, the AMS
of the individual components, and could directly verify that the high
field method separated the paramagnetic AMS signal. By tensor sub-
traction, the orientation and magnitude of the ferromagnetic AMS
was also retrieved and confirmed with independent measurements of
the ferromagnetic AMS. Although these samples were natural, they
were artificially combined to test the method. However, we believe
that this technique has applications for a wide variety of geological
situations.

Naturally deformed rocks typically have different sub-
populations of mineral grains. Workers interested in fabric analy-
ses in granites have noted these different orientations, as a result
of order of crystallization, deformation, or late-stage sub-magmatic
fracturing Borradaile & Henry (1997); Bouchez et al. (1992). Using
simultaneous low-field and high-field measurements is a relatively
rapid way of separately determining the fabrics for the paramag-
netic and the ferromagnetic components of the rock. Consequently,
one can potentially determine the fabrics associated with different
deformation phases, provided that different minerals are involved.

Another possible application for this technique is to rocks with
secondary magnetite. For example, ultramafic rocks often contain
abundant secondary magnetite as the result of olivine altering to
serpentine plus magnetite. This secondary magnetite typically dom-
inates the LFAMS, whose geological significance is therefore un-
clear. Removing the ferromagnetic signal allows determination of
the AMS of the paramagnetic silicates, which is potentially related
to magmatic or solid state flow structures and thus has more direct
petrologic and tectonic significance.

In addition, this technique can help in the case where the results of
the ferromagnetic minerals provide a confusing signal. Both single-
domain and multi-domain magnetite contribute to the AMS signal,
although the former results in an inverse fabric (Potter & Stephenson
1988). Consequently, in rocks with a significant portion of both
single-domain and multi-domain magnetite, the paramagnetic
mineral will likely provide a more direct relationship to rock
fabric.

This technique is applicable for ferromagnetic minerals that satu-
rate at fields below 500 mT for our current methodology. Some natu-
ral materials, including antiferromagnetic minerals such as hematite,
goethite and pyrrhotite, require much larger fields to achieve satu-
ration. The magnetization of these materials will also contribute to
the HFAMS, and thus, in this situation, HFAMS should not be inter-
preted as a simply the result of paramagnetic minerals. Care must
be taken to assure that ferromagnetic saturation has been achieved
before interpretation of high field and low field AMS.

Methods for improving technique

A variety of adaptations to the method described above might be
undertaken to potentially increase accuracy or decrease measure-
ment time. The use of cubic samples instead of cores would allow
the shape effect to be mathematically subtracted without the use of
an isotropic standard of the same shape as the samples (Ferre et al.
2000; Thill et al. 2000). A perfectly-centred homogeneous isotropic
cube exhibits a pure sin(4θ ) variation due to shape when the sample
is rotated around any face centred axis. Thus, the shape effect can
be removed by using a Fourier filter which eliminates the 4θ term
(e.g. Rochette & Fillion 1988), and more importantly, no sin(2θ )
correction is necessary.

The maximum field used in our experiments (∼500 mT) is just
sufficient to saturate most single-domain magnetites, as these grains
typically have a higher coercivity than multiple domain magnetites.
Other ferromagnetic minerals may also require higher saturating
fields. Consequently, methods that allow larger applied fields by
decreasing pole separation will return more robust results. The use
of samples smaller than the standard 10 cm3 cores used in this study
would allow closer pole spacing, and would allow larger fields to
be generated. However, caution is required, because sample shape
effects are much stronger with narrow spacings, and because smaller
samples may not be representative of the bulk mass.

Measurement times can be reduced significantly if measurements
are made only for the high field part of a hysteresis loop that is used
to calculate the paramagnetic susceptibility, instead of measuring
the entire loop. Significant reduction in measurements time is also
possible if measurements are made for fewer orientations as is typ-
ical in most LFAMS studies (e.g. 7–15, Borradaile & Stupavsky
1995), compared to our 24 orientations. The above modifications
would likely result in reduction in measurement time by one half
or more. However, fewer orientations could introduce additional er-
rors as discussed in Appendix C. High field hysteresis loops were
measured in 24 different orientations in this study.

Since complete hysteresis loops were collected in all orientations,
information related to the ferromagnetic character of the sample is
collected also. This data includes saturation remanent magnetiza-
tion and coercivity. Since this data is collected in each orientation
as part of the standard hysteresis loops, its anisotropy could be anal-
ysed. Thus, information about the magnitude and type of anisotropy
for both the paramagnetic and ferromagnetic minerals can be ex-
amined from these hysteresis loops. Additionally, if the ferromag-
netic material is uniformly distributed through the sample, the mea-
sured directional values of saturation magnetization can be used to
obtain an independent estimate of sample shape and miscentring
effects.

S U M M A RY A N D C O N C L U S I O N S

Our experiments demonstrate the separation of the paramagnetic
and ferromagnetic AMS contributions for samples containing a sig-
nificant component of both ferromagnetic and paramagnetic sus-
ceptibility. Our technique was to apply high magnetic fields, which
saturate the ferromagnetic minerals, and use the high field slope
(the change in induced magnetization for changes in applied field at
high field values) to calculate the paramagnetic directional suscep-
tibilities. We were able to successfully saturate the ferromagnetic
component and to correct for significant shape effects in these high
field measurements. Natural samples of dominantly paramagnetic
material (Thomson Formation) and ferromagnetic material (mag-
netite) were measured separately and then physically combined and
measured again. Using the high field slope, one can eliminate the fer-
romagnetic component and determine the magnetic fabric resulting
solely from the paramagnetic component which is often more di-
rectly related to rock forming processes than then ferromagnetic fab-
ric. Using this information, in combination with LFAMS measure-
ments which are the result of the paramagnetic plus ferromagnetic
susceptibility, it is also possible to calculate the magnetic fabric re-
sulting solely from the ferromagnetic component. This new method
promises to be useful in the interpretation of AMS from rocks with
a significant susceptibility from both paramagnetic and ferromag-
netic minerals. As currently described this technique can resolve
anisotropies of >2 per cent and thus caution should be exercised if
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samples have weak anisotropies or a heterogeneous distribution of
magnetic minerals.
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A P P E N D I X A : V S M S I G N A L
R E S P O N S E E F F E C T S

A VSM measures the voltage induced in a set of pickup coils by
the time-varying magnetic flux due to the vibration of the sample.
Various pick-up coil geometries can be used; in ours (Princeton
Measurements Corp model 3900) two oppositely-wound coplanar
circular coils are mounted, one above the other, on each magnet
pole face, as shown in Figs 4 and A1. We define a coordinate system
whose origin is centred between the four coils, with the y-axis par-
allel to the field and perpendicular to the coil planes, and the z-axis
vertical. A point magnetic dipole of moment m, located at a point
P in the measurement region, produces a B field whose radial and
tangential components at a point P’ in one of the pickup coils are:

Br = µ0m

4π
× 2 cos(θ )

r 3

and

Bθ = µ0m

4π
× sin(θ )

r 3

The component normal to the coil is:

By = Br cos(θ ) − Bθ sin(θ ) = µ0m

4πr 3
× (2 cos2(θ ) − sin2(θ ))

Defining the components of the vector r as u = x ′ − x, v = y′ − y,

and w = z′ − z, we can rewrite By as:

By = µ0m

4π
(2v2 − u2 − w2)(u2 + v2 + w2)−5/2

As the sample vibrates vertically according to z(t) = z0 + A sin(ωt),
the field at P ′ varies as:

∂ By

∂t
= ∂ By

∂z

dz

dt
= ∂ By

∂w

dz

dt
= µ0mωA

4π
2w(u2 + v2 + w2)−5/2

[
(−5/2)(2v2 − u2 − w2)

(v2 + u2 + w2)
− 1

]

Figure A1. A perspective diagram of the geometry used to model VSM
response function. The infinitesimal dipole sample at point P has moment
m, oriented along the applied field axis in the y direction. Circular pickup
coils are oriented perpendicular to the field axis (in the x-z plane). The y-
component of the field due to m at a point P ′ varies with time as the sample
vibrates vertically.

The voltage in each pickup coil is calculated by integrating δBy/δt
over the area (a) of the coil:

V =
∮

coil
Ē · ds̄ =

∫
area

(∇̄ × Ē) · dā =
∫

area

∂ By

∂t
dā

Where E is the electric field and s is around the length of the
coil. Numerical integration and summing the voltages for the four
coils yields the signal strength for a magnetic dipole at any point
P in the measurement space. Fig. A2 compares the calculated and
measured signals for a small piece of Ni foil at various positions
along the y-axis, and shows that the calculations accurately describe
the system behaviour. For narrow pole gaps (less than the diameter of
the pickup coils), the response is relatively flat. With larger pole gaps,
the system becomes increasingly sensitive to relative displacements
in the y direction. At a point midway between the origin and the coil
plane (relative displacement = 0.5), the measured moment may be
three or more times the true value, if the pole gap is several times
the coil diameter.

Now let’s consider how the VSM response is affected by sample
shape. A spherical sample, properly centred, occupies precisely the
same volume in any measurement orientation. For any other speci-
men shape, different parts of the measurement space are occupied
in different orientations, and the measured moment, which inte-
grates the VSM response function over the sample volume, varies
accordingly.

We have evaluated the magnitude of geometric effects by nu-
merically integrating the VSM response function over a variety of
isotropic, homogeneous samples. We focus on cylindrical specimens
because they are widely used, due to the convenience of sampling by
rotary coring. A typical sample set contains cylinders of relatively
uniform diameter and somewhat more variable lengths (typically
0.8–0.9 times the diameter). A cylinder rotated about one of its
equatorial axes will periodically occupy different regions of higher
and lower sensitivity. The difference between axial and equatorial
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Figure A2. Comparison of model (curves) and measured (points) varia-
tions in signal strength for a point dipole with displacement in the y direction
(along the field axis) for pole gaps of 11, 24 and 45 mm.

aspects generates a shape-effect signal that varies as a function of
sin(2θ ). Additionally, the corners of the sample pass in turn through
the high-sensitivity region near the pickup coils, generating four
maxima per rotation, a sin(4θ ) variation. The sin(4θ ) variation can
not be confused for an anisotropy signal, whereas a sin(2θ ) varia-
tion can. Consequently, although both variations are of comparable
amplitude, the sin(2θ ) variation is more consequential.

Correcting for the sample shape effect is accomplished by nor-
malizing each measured magnetic moment by the integrated re-
sponse function over the sample in the corresponding orientation
and position. The response function integrals are obtained either:
(1) theoretically, as in these models, or (2) empirically, by measure-
ment of homogeneous isotropic standard samples of the appropriate
size and shape, in the same set of orientations. We used an empirical
approach (Fig. 6).

Finally, we evaluated the potential effects of heterogeneity. Con-
sider a sample that is composed of discrete volume elements, which
are identical except for one which is significantly more magnetic. As
the sample is rotated into different orientations in the measurement
space, each volume element (including the anomalous one) follows
a circular orbit around the rotation axis and moves through regions of
high and low instrument sensitivity. The resulting angular variation
in measured moments would be the sum of the signal generated by
a homogeneous sample of the same shape, and the signal due to the
orbiting anomaly. The latter would be dominated by a 2θ variation,
with maxima when the anomaly passed by either set of coils, and
minima when it was in the lower-sensitivity regions at right angles
to the field axis.

In principle it is possible to determine the distribution of magneti-
zation in a heterogeneous sample by 3-D deconvolution. In practice,
however, the large number of additional measurements required, and
the necessary displacement precision, make such an approach im-
practical. Consequently, heterogeneity is a residual source of error.
For additional discussions and calculations of potential errors see
Appendix C.

A P P E N D I X B : D A T A P R O C E S S I N G

A series of three computer programs were used to analyse the
HFAMS data from each sample. The purpose of the first programme

(written by J. Marvin and modified by B. Tikoff and J. Marvin) was
to calculate the high-field slope from the VSM data. This calculation
was achieved by calculating an average slope for the highest applied
field values (top 8 per cent). The measurements at the highest ap-
plied field were omitted, as they were prone to slight measurement
errors which artificially lowered the slope of the line. For any indi-
vidual hysteresis loop, the four high-field slope measurements were
averaged into a single value (i.e. moving away from high positive
values, moving toward high negative values, moving away from high
negative values, moving toward high positive values).

The purposes of the second programme (written by M. Jackson,
modified by B. Tikoff and M. Jackson) are to: (1) average measure-
ments along the same orientations for consistency; (2) normalize out
the shape effect; (3) normalize the X, Y and Z axis rotations with
respect to each other; and (4) output the data in a format acceptable
for calculation of the eigenvalues and eigenvectors using the same
software used for the LFAMS calculations. For the eight 45◦ rota-
tion steps around each axis, the positions oriented 180◦ from each
other should have identical values (positive and negative). Conse-
quently, for each rotation, there were four independent measure-
ments. The removal of the shape effect was based on normalizing
each directional measurement by the corresponding measurement
for the MnO2 standard. Because of the isotropic and paramagnetic
nature of the standard, any variation of the signal for the MnO2 was
interpreted to result from the response-function shape effect. This
was confirmed by LFAMS measurements on the KLY2 which show
an anisotropy for the MnO2 of less than 0.3 percent. Normalization,
in essence, divides each measured value by the response function
integral for a sample of the standard size and shape in the appro-
priate orientation. This approach should work for any amount of
anisotropy, provided that there is not a strong heterogeneity, i.e. not
all of the highly magnetic materials are located on the edges of the
sample.

This second programme then adjusts for inconsistencies between
the rotations (X, Y and Z ) which result from inexact vertical centring
after removal and reinsertion of the sample between rotations. This
normalization is accomplished by noting that each rotation shares
one position with another rotation. In other words, the X and Y-axis
rotations both measure the same position (along the Z axis) once,
and likewise with the X and Z rotations and the Y and Z rotations.
Consequently, there are really only 9 independent measurements,
rather than 12, for each sample. Both the X and Y loops are normal-
ized to match the intersecting Z loop values, because the Z loop has
a negligible shape correction. A normalization factor is calculated
between the X and Z loops using the shared orientation measure-
ment, and all the X values are multiplied by this factor. The same
process is repeated for the Y orientations.

The magnitude and direction of the AMS ellipsoid is then cal-
culated by entering the high field susceptibility values into the pro-
gramme that operates the KLY-2 Kappa bridge at the IRM at the
University of Minnesota (modified from the original vendor soft-
ware by T. Torsvik). This is a simple substitution because the low
field and high-field measurements are made in same orientations.

The high-field susceptibility tensor obtained by the procedures
above represents the AMS of dia-, para- and antiferromagnetic
material in the sample. The LFAMS measured on the Kappa bridge,
includes these contributions along with those of the ferromagnetic
grains. The ferromagnetic susceptibility tensor can therefore be ob-
tained by subtraction of the HFAMS tensor from the LFAMS tensor,
element by element. A fourth programme (written by M. Jackson)
calculates the ferromagnetic AMS by tensor subtraction, and com-
putes its eigenvalues and eigenvectors.
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The above programs (and associated hardware) exist at the In-
stitute for Rock Magnetism at the University of Minnesota and are
available for use by future visiting fellows to the Institute.

A P P E N D I X C : E R R O R A N A L Y S I S

The 15 orientations used in the standard Kappa-bridge AMS anal-
ysis represent a subset of the 24 orientations measured during our
HFAMS. Specifically, the HFAMS procedure makes three additional
measurements parallel to each of the sample coordinate axes. For
convenience we have averaged together the four measured high field
susceptibility values for each coordinate axis, yielding a data set with
15 directional values, for processing with the Kappa software.

Error analysis in the Kappa software uses the statistical methods
of Jelı́nek (1973). Under the assumption that measurement errors are
normally-distributed, F-tests are used to evaluate the significance of
the magnetic lineation, foliation, and total anisotropy 95 per cent-
confidence angles are given for the principal axis orientations.

In the analysis of high-field data, non-random errors—in addition
to random measurement errors—may be significant. These include
sample shape and heterogeneity, as described in Appendix A. An-
other possible source of systematic error is incomplete saturation
of the ferromagnetic material. High field susceptibility is calculated
from the hysteresis loops by determining the slope for data from the
highest 8 per cent of the magnetic field. If the ferromagnetic con-
tribution to the high-field slope is nonzero, the paramagnetic sus-
ceptibility is overestimated accordingly, i.e. high field susceptibility
= paramagnetic susceptibility + high field ferromagnetic suscep-
tibility. In the following paragraphs, we consider how these non-
random errors are propagated through the calculations, and how
they affect the results using standard matrix calculations (e.g. Girdler
1961; Borradaile & Stupavsky 1995).

The six independent elements of the susceptibility tensor (kT )
can be arranged in a column matrix k, where kT = (k11, k22, k33,
k12, k23, k31). For susceptibility measurements that detect only the
component of magnetization parallel to the applied field (as in stan-
dard AMS analysis using instruments like the Kappabridge, and in
our HFAMS method using a VSM), the expected value for each
directional measurement Mi is the scalar product of a row vector di

and k, where di = (α2
1, α

2
2, α

2
3 , α1α2, 2α2α3, 2α3α1). The α variables

are the direction cosines of the applied field direction in the sam-
ple coordinate system. The expected values for a set of directional
measurements form a column matrix M, where MT = (M1, M2, . . .

MN), which is the product of the N × 6 matrix D (with rows d1,
d2, . . . dN) and k: M = Dk.

In practice, k is unknown and is determined from directional
measurements. The least-squares solution for k, given a data set
M′, is k′ = (DTD)−1DTM′. For error-free data (M′ = M), the solu-
tion is exact (k′ = k). With measurement errors, the uncertainty in
k′ is directly related to the uncertainty in M′: �k = G�M, where
G = (DTD)−1DT. For normally-distributed, zero-mean errors, k′

is the unbiased maximum likelihood estimate of k, and statisti-
cal estimates of �M, e.g. the standard errors estimated from re-
dundant measurements, translate directly into standard errors for
the ki.

Systematic errors in the data lead to biased estimates of k, but
these can still be evaluated exactly according to �k = G�M. Let
us consider nonsaturation of ferromagnetic material, which would
result in systematic overestimates of kP as mentioned above. Sup-
pose that the ferromagnetic contribution to the high-field slope is
independent of orientation, i.e. �Mi has a constant positive value
for all i. It is easy to show that the resultant errors are �kij = δij�M

(where the delta function δij is 1 for i = j and zero otherwise).
In other words, there is no error in the off-diagonal elements of
the susceptibility tensor. In this case, the diagonal elements are each
overestimated by an amount �M. An isotropic error of this sort leads
to an overestimate of the mean value of kP, an underestimate of the
anisotropy of kP, and no error in the orientations of the principal axes
of kP.

Alternatively, suppose that the ferromagnetic contribution to
high-field slope varies with orientation. This situation may com-
monly arise in anisotropic samples whose ferromagnetic moments
saturate quickly in their ‘easy’ direction(s) but approach saturation
more gradually in the ‘hard’ direction(s) (Fig. C1). The result here
would be errors �MHF that tend to be negatively correlated with
the low-field ferromagnetic susceptibilities MF, and consequently
the estimated high-field anisotropy k’HF would be ‘contaminated’
by what would appear to be a component bearing an ‘inverse’ rela-
tionship to kF. The mean kP is overestimated in this situation. The
errors, in this case, in principal axis magnitudes and orientations
would depend on the relationship between the ferromagnetic and
paramagnetic fabrics.

Systematic errors related to sample shape, heterogeneity and sam-
ple position, as discussed in Appendix A and in the text, are most
significant when they have a component that varies as sin(2θ ). Such
periodicities are mapped by �k = G�M into apparent anisotropies.
If measurements are made at 45◦ increments, as we do for HFAMS,
periodic measurement errors are �M ∝ sin(nθ rφ), �k = 0 for n =
1 and n = 4, More limited sampling schemes do not suffice to elimi-
nate these periodic errors. For example, when only 15 measurements

Figure C1. (a) Hysteresis loops for a piece of Nickel foil along the easy
direction (along the plane of the foil), the hard direction (perpendicular to
the plane of the foil) and at an intermediate direction (45 degrees to the plane
of the foil. (b) The first derivative of the hysteresis loop from part A) which
is a measure of the DC susceptibility. The easy direction contributes most
strongly to the low field susceptibility, while the hard direction contributes
significantly to the high field susceptibility.
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are made (as in the standard Kappa system), periodic errors with n =
1 or n = 4 may produce nonzero �ks (depending on their phase φ

with respect to the measurement set). Although such periodic er-
rors do not commonly arise during low-field AMS measurements,
they are important for our HFAMS technique. Therefore it is crit-
ical to collect data in all 24 orientations. (Note that reducing the
24 measurements to 15, by averaging axially equivalent data as we
have done, also suffices to eliminate periodic errors with n = 1 or
n = 4).

Overall, error minimization requires balancing the various types
of error against one another. Sample shape effects are minimized
when the magnet pole gap and coil spacing are large compared to
the sample dimensions. However larger pole gaps also reduce the
maximum available field, so that nonsaturation of ferromagnetic
materials becomes a concern. For homogenous fine-grained sam-
ples, samples can be cut to smaller dimensions reduce both shape
effects and nonsaturation. Heterogenous coarse-grained rocks are
less suitable for the presented technique.
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